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A
tremendous need exists to be able to focus medi-

cine to disease locations. During chemotherapy, 

for example, typically less than 0.1% of the drugs 

are taken up by tumor cells, with the remaining 

99.9% going into healthy tissue [1]. Chemother-

apy encompasses treating patients with a diverse collec-

tion of drugs that attempt to preferentially destroy cancer 

cells either by inhibiting cellular division (which kills fast 

growing cancers but also bone marrow, hair, skin, gut, and 

immune system cells) or by interrupting essential cell sig-

naling pathways [2]–[7]. Physicians often combine drugs 

into chemotherapy cocktails that can compound side ef-

fects, and the dosage is usually selected by how much a 

patient can physically withstand rather than by how much 

is needed to kill all the tumor cells [2], [8], [9]. The ability to 

actively position medicine, to physically direct and focus it 

to specific locations in the body, would allow better treat-

ment of not only cancer but many other diseases. 

Magnetic drug targeting offers a potential solution. It 

refers to physical manipulation of medicine inside the body 

by magnetic fields (Figure 1). The medicine is made mag-

netic by linking it to nanoscopic magnetic carriers [10]–[25]. 

After injection of such therapeutic magnetic carriers into 

the patient’s body, external magnets can then be used to 

direct the therapy to sites of disease—to tumors [11], [22], 

[26], [27], blood clots [10], or infections [28], [29]. This physi-

cal focusing of treatment to needed locations can improve 

efficacy while reducing systemic drug con-

centrations, thus limiting unpleasant or 

potentially deadly side effects in the rest of 

the body. 

Magnetic fields—more so than light, 

electric fields, and ultrasound [42]–[46]—

are desirable for directing therapeutics 

inside patients because they can penetrate 

deep into the body, are routinely applied 

through the body in magnetic resonance 

imaging (MRI), and are considered safe 

even up to very high strengths (8 T in adults, 

4 T in children) [30], [47]–[49]. Magnetic 

fields can both sense and actuate magnetic 

particles, although achieving both at once is 

an engineering challenge [50]–[52]. In con-

trast, light and ultrasound have limited 

tissue penetration depths [42], [53], [54], 

while strong electric fields would electro-

cute patients [48], [55]. 

Therapeutic magnetic elements have been 

created by the attachment of chemotherapy 

[2], [9] or gene therapy [56]–[58] to ferromag-

netic particles [17], [23], [24], [59]–[64], by fill-

ing polymer capsules or micelles (capsules 

that self-assemble from lipid molecules [65]) 

with both drugs and magnetic materials [64], 

[66], or by growing cells in a cell-culture 

medium with magnetic nanoparticles to let the cells ingest 

the particles and thereby become magnetic [67], [68]. A bare 

iron oxide nanoparticle is the simplest example of a mag-

netic carrier [69]. Magnetic particles can also consist of 

magnetite (Fe O3 4 ) or maghemite (Fe O2 3 ) nanocrystals 

embedded in a polymer core and are usually coated with a 

layer of molecules (often starch or polyethylene glycol 

(PEG) molecules) to make the particles more biocompatible 

[23], [64], [66], [70]. In more sophisticated particles, this coat-

ing is carefully optimized to better hide the particles from 

the human immune system so that the particles have a 

longer circulation time in the body before they are removed 

to the liver, kidneys, and spleen [64], [71]. Particle sizes can 

be controlled by various fabrication processes [23], [64], [72] 

and are made from nanometer to micrometer sizes. They 

are usually injected into an animal or a patient as a ferro-

fluid, which is an emulsion of magnetic particles in water. 

Such magnetic nanoparticles have been tested in animals 

[17], [24], [37] and humans [13], [22], [73], [74]. Other entities 

besides particles—such as polymer capsules [75], flexible 

rods [76], lipid micelles [77]–[79], and live cells (such as 

stem cells) [67], [68]—can also be loaded with magnetic 

materials and thus made magnetic. Stem cells are being 

magnetized so that they can be directed to regions of car-

diovascular disease, such as hardened blood vessels in dia-

betic patients, to help restore tissue function [68], [80], [81]. 

All of these magnetized carriers, from nanoparticles to 
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FIGURE 1 The goal is to design and control magnets to direct magnetic therapy to 

disease locations, for example, to a deep tissue tumor such as this one. The arti-

cle discusses topics that include the modeling of magnetic fields, forces, and the 

resulting nanoparticle transport in-vivo (inside the body); magnet designs; open 

and closed-loop control; equipment; animal experiments; and prior human clinical 

trials. Deep and real-time imaging of magnetic nanoparticles is an emerging area 

and could be accomplished by advances in fast magnetic resonance imaging 

(MRI) [30]–[32], positron emission tomography (PET) scanning [33] with fast 

gamma imaging [34], [35], or magnetic particle imaging (MPI) that exploits the 

nonlinear saturation response of ferromagnetic particles to strong magnetic fields 

[36]–[41]. The conclusion of this article notes future steps required to move the 

results from research to patients. (The blue anatomical figure showing the major 

human blood vessels in red and purple was taken from 3D4Medical software and 

is reproduced with permission.) 
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cells, can then be manipulated inside the body by exter-

nally applied magnetic fields. It takes a lot of development 

to ensure that magnetic carriers are safe, effective, and 

therapeutic [64]. Due to stringent regulatory approval 

requirements, so far only a few magnetic carriers (four 

total) have been commercialized and approved for human 

use, and not yet as therapeutic carriers but only as imaging 

agents [82]–[85]. 

During magnetic drug targeting, magnetic carriers 

must be safely and effectively controlled inside the human 

body. The body consists of a heterogenous and complex 

environment, which varies widely from person to person, 

and is not well understood. Many relevant and significant 

issues for effective control of particles remain unanswered, 

including uncertainty about the mechanisms of ferrofluid 

transport within the body, how nanoparticles can or cannot 

cross blood vessel walls, and how much force is required to 

direct them from blood into tissue. Similarly, there is a lack 

of knowledge of basic internal body parameters. The loca-

tion of most blood vessels, the blood flow velocities in each 

vessel, the resistance of different tissue types to particle 

motion, and many other biological parameters are not 

known in general or for the case of each specific patient. Yet 

even though the situation is highly uncertain, prior mag-

netic drug delivery has already been shown to effectively 

focus therapy to some desired locations in animals and 

humans. For example, in the Lübbe 1996 phase I human 

clinical trials, a single permanent magnet was able to con-

centrate chemotherapy to inoperable but shallow (#5 cm 

below skin depth) head, neck, and breast cancer tumors 

[13], [86], [87]. 

The depth, precision, and utility of magnetic targeting 

has been limited by particle material and surface proper-

ties [23], [64], by an insufficient understanding of particle 

transport in the human body [12], [88]–[93], by the strength 

and design of magnets [47], [94]–[96], by a lack of deep-body 

real-time nanoparticle sensing capabilities [37], and by con-

trol algorithm development and implementation [91], [97]–

[102]. Magnetic nanoparticle fabrication and the resulting 

material and surface properties have been surveyed [17], 

[23], [62]–[64], [70]. Essentially, material magnetization sus-

ceptibility  properties, |, set the strength of the magnetic 

forces for a given particle size and applied magnetic field 

[16], [69], [76], [103], [104], whereas surface coatings, particle 

size, and particle shape regulate biocompatibility and par-

ticle circulation times [17], [23], [64]. Modeling magnetic 

particle transport inside the body (in-vivo) has ranged from 

simple back-of-the-envelope estimates [105]–[107], to initial 

formulation of governing partial differential equations [89], 

[108], to recent numerical efforts to quantify particle motion 

due to diffusion, blood convection, and extravasation (that 

is, the ability of nanoparticles to pass through blood vessel 

walls into surrounding tissue) [21], [88], [93], [109]–[112]. 

Real-time and sensitive measurement of nanoparticle dis-

tributions in-vivo is challenging [14], [22], [23], even in small 

animals where depth of imaging is less of an issue [113]–

[115], and has made it difficult to collect sufficient data to 

adequately validate models. 

Magnetic nanoparticles are small and experience small 

forces even under strong magnetic fields. In prior mag-

netic drug delivery experiments, magnet strengths have 

ranged from 70 mT [16] to 2.2 T [116], and corresponding 

magnetic gradients have varied from 0.03 T/m [117] to 

100 T/m [118], a range that reflects magnet cost, complexity, 

safety, and ease-of-use versus desired (or possible) depth 

of targeting. For comparison, modern neodymium-iron-

boron ( )Nd Fe B12 14  permanent magnets can be purchased 

in strengths of up to 1.48 T [119], [120] and the electromag-

nets used in MRI systems create fields of 1–4.7 T, with some 

commercially available MRI systems going as high as 9.4 T 

[37], [47]. In the 1996 human trials, 0.2–0.8 T permanent 

magnets were used to target 100-nm diameter particles to 

5-cm depths [11], [86]. Targeting depths of up to 12 cm have 

been reported in animal experiments using larger 500-nm 

to 5-nm diameter particles and a 0.5-T permanent magnet 

[121]. Both permanent and electromagnet designs can be 

optimized to extend magnetic fields and gradients further 

out, to increase the depth of magnetic forces. Magnet opti-

mization for depth and strength of forces is not discussed 

here but is addressed elsewhere [116], [118], [122]–[125]. 

Precision magnetic control of a single object has been 

demonstrated in animals and humans. Gentle magnetic 

manipulation of a rigid implanted permanent magnet 

through the brain, with a view to scan and burn out brain 

tumors by subsequently heating the magnet using RF 

(radio frequency) magnetic fields, has been presented [126], 

[128] and tested in dogs [129]. Based on market opportuni-

ties, the focus of this effort changed to magnetically 

assisted cardiovascular surgical procedures and led to the 

formation of Stereotaxis (www.stereotaxis.com). This com-

pany now uses magnetic control to guide catheters, endo-

scopes, and other surgical tools with magnetic tips for 

precision treatment of cardiac arrhythmias and other car-

diovascular procedures [130]–[135] [Figure 2(a)]. To date, 

Stereotaxis has carried out over 40,000 successful patient 

procedures in nearly 200 facilities around the world. Sys-

tems to magnetically steer implantable devices and micro 

robots, for gut, eye, cardiac, endovasculature, and lung sur-

gery [136]–[143], have been tested in pigs and chicken 

embryos [144]–[147]. Conventional MRI machines have also 

been used as the actuation system to manipulate microscale 

particles [137], [148]–[152] as well as magnetotactic bacteria 

[99], [153] or magnetized cells [81], [154]–[157], in pigs and 

mice [149], [154]. While MRIs are attractive due to their 

magnetic strength and clinical availability, the difficulty is 

that MRIs are designed to create a strong uniform magnetic 

field, but spatially varying magnetic fields are required to 

create forces on particles. Unless the MRIs are substantially 

modified [158]–[160], they do not create sufficient magnetic 

spatial gradients to effectively manipulate nanoscopic 
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 particles. The control algorithms used in the above single-

object manipulation systems have ranged from propor-

tional-integral-differential (PID) control [137], [146] to 

point-wise optimization [126], [128], least-squares inversion 

[161], robust nonlinearization with backstepping [151], [162], 

a generalized predictive controller [150], and model predic-

tive control [163]. 

Precise manipulation of a fluid of nanoparticles is more 

difficult than control of a single object. In prior ferrofluid 

trials, a magnet held outside the body drew in and concen-

trated particles to shallow breast, head and neck, and brain 

tumors [11], [27], [73], [86], [105], [107], [164]–[177] [Figure 2(b)]. 

There was no dynamic magnet control, and the magnets 

accumulated the particles to targets beneath the skin or 

skull. Implantation of magnets or magnetic material into 

patients, such as within blood vessel walls, has been sug-

gested as a way of reaching deeper tissue [178]–[189]. The 

implanted materials serve to locally increase magnetic field 

gradients, and thus forces, when an external magnetic field 

is applied. Such a treatment has been envisioned to bring 

magnetized endothelial cells to blood vessel walls and 

could also be appropriate for treating tumors that cannot be 

surgically removed but when magnetizable implants can be 

inserted into or near the tumor [178]–[181], [187], [190]. Over-

all, although the field of magnetic drug targeting is advanc-

ing toward commercial particles approved for human use 

[22], [80], [82]–[85], it remains open for significant improve-

ments in modeling, design, and control, especially for non-

invasive methods to effectively target deeper tissue. To 

show how different clinical needs suggest different engi-

neering solutions, this article focuses on two examples: 1) 

reaching inner ear diseases and 2) better treatment of deep-

tissue tumors. 

The article begins with modeling magnetic fields and 

forces on nanoparticles and shows how this can reveal a 

method for particle pushing, which is a capability that 

allows magnetic injection of therapy into the inner ear [191] 

that has been validated in rat experiments [192]. The magnet 

design for this case is simple, requiring just two magnets 

that are correctly oriented, and does not require dynamic 

magnetic fields, particle sensing, or feedback control. Next, 

modeling the magnetic fields and forces enables dynamic 

optimal (minimum magnetic power) and robust closed-

loop steering of a single drop of ferrofluid in bench-top 

experiments [100], [193]. These experiments already encap-

sulate some key features of magnetic drug control (such as 

electromagnet dynamics, a quadratic mapping from magnet 

actuation to ferrofluid motion, and the discontinuous 

nature of optimal solutions) but lack other features that will 

be required for ferrofluid control in patients (most impor-

tantly, the manipulation of a distributed ferrofluid instead 

of controlling a single droplet and precise control inside a 

living organism instead of in a petri dish). Indeed, feedback 

control of ferrofluid inside the body is far more complex 

than in a petri dish and first requires a better understanding 

of human physiology and how nanoparticles travel from 

blood to tissue under magnetic actuation. To this end, quan-

titative modeling is presented for nanoparticle transport in 

and around blood vessels [88], [90] and is verified as far as 

is possible against available experimental data in-vitro (out-

side a living organism) [107], [194] and in-vivo (in animals 

and humans) [11], [86], [105]. This same modeling is then 

applied to breast cancer patient autopsy data to choose 

open-loop magnetic shift strategies to better reach thou-

sands of metastatic poorly vascularized deep microtumors 

[91]. Shift does not require real-time nanoparticle imaging, 

is simpler to implement than closed-loop control, and has 

the potential to improve treatment of metastatic disease. 

Finally, model-based closed-loop algorithms are developed 

for focusing a distributed ferrofluid on average to a central 

deep target, with the first algorithm chosen by intuition 

[102] and the second (and far superior version) designed by 

semidefinite constrained programming [195]. These distrib-

uted fluid focusing algorithms have not yet been imple-

mented experimentally, neither in bench-top experiments 

and certainly not yet in animals. The conclusion of the arti-

cle outlines the many steps that must still be taken to move 

these ideas and results from the laboratory to patient care. 
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FIGURE 2 Magnetic control of treatment in patients. (a) The mag-

netic navigation system by Stereotaxis, in alliance with Philips, Sie-

mens, and Biosense Webster Inc., utilizes two pivoting 350-kg 0.1-T 

NdBFe permanent magnet arrays, positioned on either side of the 

patient (a70 cm apart), which provide enough force control to pre-

cisely manipulate a surgical tool with a magnetic tip in three spatial 

dimensions [126]. The real-time in-vivo location of the manipulated 

tool is sensed by X-ray fluoroscopy [127]. (Image courtesy of Ste-

reotaxis and is reproduced with permission.) (b) Magnetic drug tar-

geting. The patient shown had an advanced and inoperable face 

tumor. A ferrofluid of magnetic nanoparticles coated with chemo-

therapy was focused to the tumor by a single externally held 0.8-T 

rectangular permanent magnet [11]. 
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It is important to stress that no single magnet hardware 

implementation or set of control algorithms will be appro-

priate for all clinical needs; what is best for treating inner 

ear pathologies is different from control design for focusing 

chemotherapy to a single inoperable tumor and is again dif-

ferent from magnetic actuation to better reach thousands of 

poorly vascularized microscopic tumors. Instead, the 

design of magnet systems and control algorithms must rely 

on an understanding of classes of expected patient disease 

profiles, and this requires close interactions with clinicians. 

This article presents two very different examples—inner 

ear and deep tumor targeting—to show a sampling of 

design and control issues. From these two examples, it is 

clear that there is ample room for both simple magnet de-

signs and control strategies to improve care (such simple 

solutions can likely be brought to patients faster), as well as 

for advanced feedback control design (for high perfor-

mance in the longer term). Overall, the range of current re-

sults by our group [88], [90], [91], [100]–[102], [125], [191]–[193], 

[195] and by others [137], [144]–[146], [150], [151], [158], [159], 

[161]–[163] shows that design, optimization, and control 

tools have the potential to significantly improve magnetic 

drug targeting capabilities. Achieving such improvements 

will require control implementation for a complex biologi-

cal environment that is interesting, important, and presents 

many new and novel control challenges. 

MODELING OF MAGNETIC FIELDS AND FORCES 

Describing magnetic fields and the forces they create on 

nanoparticles is standard physics. It is a natural place to 

start before considering particle transport in the body. 

Electromagnetic fields are classically described by Max-

well’s equations. For stationary or slowly varying applied 

magnetic fields (as compared to radio frequencies), the 

magnetostatic equations are appropriate [196] 

 H j#d =v v  (1)

 B 0$d =v  (2)

  ,B H M H H0 0n n |= + = +v v v v v^ ^h h  (3) 

where Bv  is the magnetic field [in units of tesla], Hv  is the 

magnetic intensity [ /A m], jv  is the current density [ /A m2 ], 

Mv  is the material magnetization [ /A m], |  is the magnetic 

susceptibility [unitless], and /4 10 N A0
7 2#n r= -  is the per-

meability of a vacuum. These equations hold both in 

vacuum and in materials and for permanent magnets 

(magnetization M 0!v ) and electromagnets (current j 0!v ). 

Magnetic fields pass virtually unchanged through the 

human body because the magnetic susceptibility of tissue 

is close to zero ( 10 6
tissue .| - to 10 4- ) [197], [198]. In contrast, 

the magnetite cores (Fe O3 4 ) of ferromagnetic particles 

have magnetic susceptibilities five to seven orders of mag-

nitude higher than that of tissue ( 20.| ) [199], [200], 

resulting in strong interactions with magnetic fields. 

The magnetic force on a single spherical particle 

depends on the magnetic field and field gradient created at 

its location [108], [201], [202] 

 
( / ) ( / )

,F a
x
H H a H

3
4

1 3 3
2

1 3

T3
0

3
0 2

mag
2
2 dr

|

n | r
|

n |
=

+
=

+
v

v

v v v^ h; E  (4) 

where a is the radius of the particle, ( )x x y z, ,=v  is its posi-

tion vector, and d  is the gradient operator. This expression 

can be derived by recognizing that a conservative force can 

be written as the gradient of a potential energy F Ud=-v  

[196]. Here the potential magnetic energy of the particle is 

equal to the applied magnetic field multiplied by the particle 

magnetization and so is proportional to the square of the 

magnetic field strength U H
2

l=- v^ h [203]–[205]. Equation 

(4) states that the magnetic force on a particle always points 

from low to high magnetic field intensity, up the gradient of 

.H
2v  The middle expression in (4) is usually used in the 

magnetic drug delivery literature [178], [202], [206], which 

illustrates that a spatially varying magnetic field with a non-

zero Jacobian matrix /H x 02 2 !v v^ h is required to create a 

magnetic force, and it is equivalent to the last expression in 

(4) by the chain rule. If the applied magnetic field is suffi-

ciently strong to saturate the particle [206], then [ / ]H x HT2 2v v v  

in (4) is replaced by [ / ]H x MT
sat2 2v v v where Msat

v is the saturated 

magnetization of the particle [178], [206], [207]. For well-made 

particles, Msat
v  is large—on the order of .M 0 5sat +v  T [41], 

[107]. Since Msat
v  lines up with Hv , this saturation does not 

change the direction of the force, only its size. 

Equation (4) also shows that the magnetic force scales with 

particle volume, with a particle ten times larger experiencing 

a magnetic force a thousand times greater. Since creating suf-

ficient magnetic force is an issue, this makes it preferable to 

use larger particles. There is, however, a trade off. Therapeutic 

magnetic particles must be sufficiently small to effectively act 

as drug carriers in the body: to extravasate through blood 

vessel walls into surrounding tissue [21], to pass through bar-

riers like the ear’s round window membrane (RWM) [208], 

and to elude the immune system that removes them from cir-

culation long enough to provide effective therapy (larger par-

ticles are detected and removed more quickly) [17], [21]. Larger 

particles can also experience a substantially greater tissue 

resistance to particle motion [110], [111], [209]. An appropriate 

particle size is about 50–300 nm [11], [73], [86], [107], [118], [168], 

[174], [176], [210], although both smaller [16], [22] and larger 

[105], [165] particles have been used depending on the clinical 

need and desired target location (see Table 1). 

MAGNETIC PUSHING

Equation (4) implies that any single permanent or electric 

magnet will always attract ferromagnetic particles (Figure 3). 

However, there are a variety of clinical needs where it would be 

advantageous to use magnets to push in—to “magnetically 

inject”—particles. Delivery of therapy to inner ear diseases is 

such a need. Magnetic injection can be achieved by a fixed 
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arrangement of just two permanent magnets [191], [192] and so 

does not require dynamic magnet actuation or closed-loop feed-

back control. It is a situation where a simple concept in control 

(an unstable node) can make a significant impact in patient care. 

The inner ear is behind the blood-brain barrier, which 

means that all blood vessels that supply the inner ear have 

vessel walls that are impermeable even to small drug mol-

ecules [211]. Thus drugs cannot diffuse from the blood out 

to the surrounding tissue in the brain and inner ear as they 

can in the rest of the body. There are a variety of ear pathol-

ogies that would likely benefit from even currently avail-

able drugs if those drugs could only be delivered to the 

inner ear. Acute noise-induced injury, uncontrolled laby-

rinthitis (dizziness), and profound tinnitus (loud ringing in 

the ears) affect millions of people [212]–[215]. However, 

injested or injected drugs, which then circulate in the 

patient’s blood, do not pass from the blood stream into the 

inner ear [216]. To circumvent this blood-ear barrier, a mag-

netic force has been used to pull drug-coated nanoparticles 

placed in the middle ears of guinea pigs through their 

TABLE 1 Range of parameters in human physiology and prior magnetic drug delivery studies. Dimensional parameters needed 
to determine the nondimensional numbers }, D, DT, and Pe for the model of (21) and (22) are in bold [11], [16], [18], [19], 
[105], [107], [110], [111], [121], [146], [149], [164], [165], [194], [196], [236].

Parameter Symbol Parameter Range 

Particle radius a 1 nm–5 nm 

Distance from magnet d 1 mm–30 cm 

Magnetic field strength Bv  0.1–2.2 T 

(or magnetic intensity) Hv  8 # 104–1.75 # 106 A ∕m 

Magnet length LM 1–30 cm 

Magnetic drift velocity VR
v  9 # 10–15 m ∕s–3.8 # 10–4 m ∕s 

Magnetic force on a particle at the  

vessel centerline 
FMag
v  5#10–25 – 1.6#10–11 N 

Maximum centerline blood speed VBmax 0.5 mm/s–40 cm/s 

Vessel diameter dB 7 nm–3 cm 

Blood viscosity h 0.003 Pa s 

Centerline Stokes drag on a particle FStokes
v  3#10–14–1.1#10–7 N 

Temperature T 310 K (body temperature) 

Brownian diffusion coefficient DB 1 # 10–14–1 # 10–12 m2∕s 

Scattering diffusion coefficient DS 3.5 # 10–12 – 6 # 10–10 m2∕s 

Total diffusion coefficient (in blood) DTot 1#10–14 – 6 #10–10 m2/s 

Diffusion coefficient (in membrane) DM 0 (if particles larger than pores) –1.5#10–12 

Diffusion coefficient (in tissue) DT 0 (if particles larger than interstitial spaces) –1.2#10–14 

S N N S

Force F Force F

(a) (b) (c)

∇H2

High H2 Low H2

Nanoparticle

FIGURE 3 Ferromagnetic particles are attracted to regions of highest magnetic field intensity (magnet corners). (a) A ferromagnetic par-

ticle (black dot) experiences a magnetic force (arrow) from low to high (white to pink) magnetic field intensity squared. Thus a single 

permanent magnet (b) attracts particles to its corners where the magnetic field intensity is highest, and (c) this force remains unchanged 

if the polarity of the magnet is reversed (gray curves show the magnetic field lines; the open arrow shows the corresponding magnetiza-

tion direction inside the particle). 
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RWMs into their inner ears by using a strong (0.8 T) magnet 

held on the opposite side of their heads [217]. 

While guinea pig ears are similar to human ears, their 

heads are much smaller. To pull particles into the inner ear 

of human patients, a magnet would have to be placed on 

the opposite side of the head at a 12–15-cm working dis-

tance from the RWM. Since magnetic fields and forces fall 

off quickly with the distance from the magnet, this pull 

magnet would need to be extremely strong, exceeding FDA 

safety limits [218], to create the same forces at the human 

RWM as were used to pull particles through the membrane 

in the guinea pig experiments. A magnet of such size and 

strength would also be large, expensive, unwieldy, and 

dangerous to handle [47]. Instead, the ability to push parti-

cles magnetically from the same side as the diseased ear—

over just a 3–5-cm working distance—would facilitate 

effective treatment with lower and safer magnetic fields. 

Figure 4 shows the envisioned treatment paradigm. A 

syringe would first be used to physically place a gel with 

therapeutic nanoparticles into the middle ear cavity, instead 

of delivering drugs into the bloodstream. Then magnetic 

push would be used to move the therapy from the middle to 

the inner ear. While injecting therapy into the tympanic 

cavity (the middle ear) is standard, safe, and can be done with 

a syringe [219], the same syringe cannot reach, and would 

irreparably damage, the much more delicate RWM. An ideal 

magnetic injector system would be simple, small, affordable, 

and would allow handheld manipulation under visual guid-

ance for ease of use and widespread clinical adoption. 

Any single magnet always pulls particles toward itself, 

but a combination of just two magnets can push [191]. As 

shown by (4), magnetic forces point from low to high H
2v . 

To create an outward push force, there must be a region 

where H
2v  is increasing going away from the magnets. 

One easy way to achieve this is to create a local magnetic 

intensity Hv  minimum at a distance from the magnets: 

beyond this minimum the magnetic field intensity 

increases outward and creates outward forces. The inten-

sity minimum can be created by canceling the magnetic 

field at a removed node location, as shown in Figure 5. A 

single magnet exhibits the field lines illustrated in the first 

panel. When the magnet is tilted clockwise, along a chosen 

field line, there is a location where the magnetic field is 

purely horizontal (point A). A second identical magnet, 

flipped and tilted counter-clockwise, has a corresponding 

location (point B) where the magnetic field is purely hori-

zontal in the opposite direction and has the same magni-

tude. If these two magnets are positioned as shown in 

Figure 5, so that points A and B overlap at point C, the mag-

netic fields add together (Maxwell’s equations are linear) 
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FIGURE 4 Magnetically injecting nanoparticles into the inner ear [191]. The inner ear is behind the blood-brain barrier: microcirculation 

vessels that supply blood to the cochlea have impermeable vessel walls that prevent most therapies from exiting the bloodstream and 

reaching inner ear diseases. Pushing particles through the round window membrane (RWM) would bypass this blood-brain barrier and 

allow therapy to reach the inner ear. (a) The envisioned treatment is shown, from left to right: the magnetic push system, the human ear 

anatomy, a gel filled with magnetic nanoparticles that has been injected by syringe into the middle ear (light blue with black dots, in the 

tympanic cavity), the round window membrane (black oval), and the magnetic push force (yellow arrow) to deliver therapeutic particles 

through the RWM into the inner ear (cochlea). (b) In patients, the niche that contains the RWM, although not the RWM itself, can be seen. 

The RWM itself can be visualized using a flexible microendoscope. Thus an ear doctor could manipulate the syringe under visual obser-

vation and the push device under some combination of visual and computer tomography guidance to direct magnetic particles into the 

inner ear. 
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and exactly cancel at point C to create a zero magnetic field 

.H 0=v^ h  Since the magnetic fields do not cancel at other 

points surrounding C, this point is a local minimum of 

H
2v . Forces on the nanoparticles go from low to high mag-

netic field strength squared, so in the region beyond C they 

push particles away from the two magnets. 

Magnetic push has been confirmed in simulations and 

hardware experiments [191], as well as in live animals [192]. 

Mimicking the first step of the human treatment paradigm 

shown in Figure 4, red fluorescent 300-nm diameter iron-

core Chemicell particles were first injected by a 1-cc 28.5 

gage insulin syringe (Beckton-Dickson) into the middle ears 

of 15 rats (Long-Evans strain, Charles River) through their 

tympanic (ear drum) membranes. This procedure filled the 

middle ear space with magnetic nanoparticles. 

The goal of the magnetic push is to safely move the 

nanoparticles into the inner ears of the rats. The evaluated 

push system consisted of four 1.3 T (5.08 cm # 2.54 cm # 

2.54 cm, Applied Magnets) magnets encased in a polymer 

holder fabricated by a three-dimensional printer (personal 
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FIGURE 5 Two magnets can create a magnetic field cancellation. Particles are pushed out from that node [191]. (a) Schematic field lines 

around a single permanent magnet magnetized along its length. (b) Two magnets. Tilting the top magnet down till the magnetic field Hv
is along the positive x axis at the desired node location (green dot). Reversal and upward tilting of the other magnet. (c) When these two 

magnets are correctly overlaid, their magnetic fields combined exactly cancel at the node point C (big dot), but they do not cancel around 

that point (orange annulus). Resulting forces go outward from H 0=v  at the node to H 0!v  surrounding it—the pink force arrow. (In (c), 

the light gray lines are only guides for the eye and are not magnetic field lines.) (d) Magnetic field directions (green arrows) and magnetic 

field lines (gray curves) from a simulation of Maxwell’s equations. The displaced node is again shown by the big dot. (e) Magnetic forces 

(directions shown by black arrows) go from low to high magnetic field intensity Hv  (shown by the coloring on a log scale), showing the 

region of push forces to the right of the node. For the ear application in Figure 4, the doctor would position the system so that the node 

(point C) is held behind the gel of nanoparticles, and then the magnetic forces beyond the node would push particles from the gel 

through the round window membrane and into the cochlea. 
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portable 3D printer, PP3DP). Two magnets were inserted 

side-by-side on each side of the holder in a “V” geometry 

[Figure 6(a)]. For these first animal push experiments, it was 

easier to use four smaller magnets aligned side by side in 

pairs instead of two twice-as-large magnets that would have 

been more dangerous to handle. Likewise, using a push 

node on the back side of the V configuration, which is a node 

that has not yet been extended out to the 3–5-cm distance 

required for human ear treatments, was a convenient start-

ing point as it allowed for an easier creation of strong push 

forces. In four rats, this magnetic push 

system was held next to the rat ears for 

1 h with the push node aligned with 

the long axis of the base turn of the 

rats’ cochlea [Figure 6(b)]. Four rats 

were used as negative tests and had no 

magnetic push applied. 

The rats were sacrificed immedi-

ately after magnetic push by CO2  in-

halation. The cochlea was removed 

and the cochlear fluid was extracted 

[192]. Both the cochlear tissue and fluid 

samples were imaged by an Olympus 

IX51 Nikon microscope at 10# resolu-

tion with a red fluorescence channel to 

identify the red fluorescent particles. 

Figure 6(c) shows the result for a rat 

with no magnetic push—no nanopar-

ticles are visible under fluorescence in 

the tissue scrape. In Figure 6(d), where 

a magnetic push was applied, a high 

population of nanoparticles was ob-

served in the rat cochlea tissue scrape. 

Lack of damage to hearing was veri-

fied in one additional rat that was not 

sacrificed by auditory brainstem re-

sponse [220] immediately after and 

then six weeks after the treatment. 

Magnetic push must now be 

extended to human distances, which is 

the 3–5 cm between the outside of the 

ear and the RWM. A four-magnet 

design that is appropriate for handheld 

use and will generate sufficient push at 
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(a) (c)(b) (d)
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FIGURE 6 Magnetic pushing of 300-nm diameter Chemicell nanoscreen MAG/R-D particles into the inner ears of rats [192]. (a) The 

magnetic push system for these rat experiments. Two pairs of magnets are inside the white polymer holder, behind the two slots—their 

position and magnetization is shown by the dashed blue outlines and the North–South (N–S) lettering. (b) Experimental setup. The 

device is placed upside down above the rat’s head in order to align the push node (yellow dot and down force arrow) on axis with the 

rat’s round window membrane (here marked by the small, just visible, white rolled tissue paper above the yellow dot). Red fluorescence 

was measured from cochlea tissue scrapes. (c) No fluorescence from magnetic red particles is visible in a cochlea tissue scrape for a 

rat where push was not used versus (d) many particles in the cochlea of a rat where magnetic push was applied. 
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FIGURE 7 Quantitative comparison of magnetic push versus pull to transport therapeutic 

nanoparticles through the round window membrane (RWM) into the inner ear. The width 

of the human head is about 18 cm on average (from A to B), and the RWM membrane 

(black filled ellipse) is about 3 cm deep. An optimal push system is shown in green. It 

consists of four 1-T 3-cm cube magnets (total magnet volume = 108 cm3), with optimal 

magnetization directions (green arrows from south to north) shown for the two magnets in 

the xy plane. The two magnets in the xz plane correspond to rotating the xy assembly 90° 
around the x axis. For comparison, pull is shown in blue for a 1 T 6 cm on a side magnet 

(volume = 216 cm3) on the opposite side of the head. Graphs along the bottom show the 

resulting computed magnetic field strength and magnetic forces. The strength of the mag-

netic field Hv  is shown by the dashed curves according to the log Hv  scale on the left 

dashed vertical axis (from 0.01 T to 1 T). Force is proportional to H
2

d v  and is shown 

using solid curves and the scale of the solid middle vertical axis. For all four curves, push 

is colored green and pull is shown in blue. Since magnetic fields and forces fall off quickly 

with distance, and since push only has to occur over a short 3-cm length, pushing signifi-

cantly outperforms pulling. At the RWM, pull creates . /H 0 0012 T m
2 2d =v  while push 

has . /H 0 0234 T m
2 2d =v , a 20 times larger force for any particle size (also shown to 

scale by the blue versus green horizontal force arrows on top at the RWM black ellipse). 
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a distance of 3 cm is displayed on the left of Figure 7 (only two 

of the four magnets are shown). The design has four cubic 

magnets as close to the ear as possible to create maximum 

strength forces, but the magnets are magnetized at an angle to 

create the push node. The magnetization angles (the green 1 T 

arrows) were chosen by semidefinite programming and are 

guaranteed to be the globally optimal angles to maximize 

pushing force at the RWM given magnet size and 1 T strength 

constraints (see [125] for details and a demonstration of global 

optimality). Compared to the pull created by a twice as large 

uniformly magnetized magnet on the opposite side of the 

head, the push force at the RWM (proportional to 

. /H 0 0234 T m
2 2d =v  for any particle size) exceeds the pull 

force ( .H 0 0012
2

d =v  T2/m) by a factor of 20. Push beats pull 

because push only has to operate over a short distance while 

pull must act through the width of the human head. The vari-

ation of the magnetic field strengths and forces with distance 

from the push and pull magnets is shown in the graphs at the 

bottom of the figure. (For the optimal push magnetization 

angles, the green push force curve reaches its peak about half 

a centimeter before the RWM. If the magnetization angles are 

modified to shift the force peak to the right, the drop in peak 

force due to the added 0.5-cm distance exceeds the benefit 

gained by placing a force peak at the RWM.) This four-mag-

net design is currently being constructed and, like the device 

in Figure 6, will also be tested in rats. 

In addition to increasing the push distance, there are mul-

tiple other steps that must be taken to move this concept 

from the laboratory to patient care. The best nanoparticle 

size must be selected by a sequence of animal experiments. 

Magnetic forces scale with particle volume (4) but tissue 

resistance forces do not necessarily follow a simple scaling 

law: they can be modest for small particle sizes and then 

grow rapidly as particles exceed a certain tissue-dependent 

size [110], [111], [221]. Experimentally informed tissue 

models [110], [111], [209] indicate that particle size has a dra-

matic impact on the ability of magnetic 

fields to transport particles through 

tissue [91]. However, since the resis-

tance of RWMs to nanoparticle motion 

has not yet been studied, the best choice 

of particle size for ear treatments will 

have to be ascertained through both 

modeling and experiments. It will fur-

ther be necessary to show that magnetic 

push treatment is efficacious: that mag-

netic particles coated with drugs can 

treat a specific ear disease. That will 

require inducing that disease in ani-

mals and then showing that magnetic 

push can safely treat it. Comprehensive 

safety and efficacy trials in a statisti-

cally significant number of animals 

must then follow to lead to human 

trials, regulatory approval, commer-

cialization, and finally adoption of the technology by clini-

cians to better treat patients. 

EX-VIVO SINGLE DROPLET CONTROL 

Before turning to dynamic control of nanoparticles in-vivo 

(inside the body), this section discusses robust and optimal 

magnetic control of a single drop of ferrofluid in a petri dish 

(see Figure 8). The purpose of these experiments is to first 

understand and solve magnetic control challenges in a situ-

ation that does not yet involve tissue or live animals. Ex-vivo 

manipulation of a ferrofluid drop by electromagnets at a 

distance already introduces key engineering issues that 

must also be addressed during in-vivo manipulation. These 

include consideration of the nonlinear nature of the mag-

netic forces, the need for smooth switching of magnets as 

the ferrofluid travels, electromagnet time delays, optimal 

exploitation of available magnet strengths, and model 

uncertainties. The algorithm presented below has been 

experimentally demonstrated for steering a droplet in the 

plane by four external electromagnets using minimal elec-

trical power [100], [193]. 

The magnetostatic equations (1)–(3) hold for the case of 

electromagnetic actuation across a petri dish. The magnetic 

force on the ferrofluid droplet, which is composed of many 

nanoparticles in water held together by surface tension, 

points in the same direction as stated in (4) for a single par-

ticle. This magnetic force creates a droplet motion, and 

because the ferrofluid has a negligible mass and the sur-

rounding mineral oil opposes motion by viscous drag forces, 

the droplet immediately achieves a steady-state velocity 

 v H_
2

droplet ss dv=v v , (5)

where v is a scalar coefficient measured to be on the order 

of /10 m A s13 4 2- , with its  value dependant on the details of 

how the magnetic particles aggregate within the water and 
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FIGURE 8 The experiment for dynamic control of a single ferrofluid drop ex vivo [193]. A 

camera, computer, amplifier, and the four electromagnets are connected in a feedback 

loop around a petri dish containing a single drop of ferrofluid. The camera observes the 

current location of the droplet; the computer, using the optimal nonlinear control algorithm 

described in the text, computes the electromagnet actuations required to move the drop-

let to where it needs to be; and the amplifier applies the needed voltages for actuation. 
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oil [193]. The term H
2

d v determines the direction of the 

applied magnetic velocity. ( )H x y, ,1
v  ( )H x y, ,2

v  ( )H x y, ,3
v  and 

( )H x y,4
v  represent the magnetic fields in the xy  plane 

across the petri dish when each magnet is turned on with a 

unit of ampere current, and all the other magnets are 

turned off. The instantaneous electrical current in each of 

the four magnets is denoted by u u u, , ,1 2 3  and u4 , then the 

linearity of the magnetostatic equations (1)–(3) implies that 

 
( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) .

H x y t u t H x y u t H x y

u t H x y u t H x y

, , , ,

, ,

1 1 2 2

3 3 4 4

= +

+ +

v v v

v v  
(6)

 

During magnetic control there is no direct access to cur-

rents, making it impossible to instantly charge an electro-

magnet to any desired strength. Instead, the control sets 

the vector of voltages ( ) [ ( ) ( ) ( ) ( )]V t V t V t V t V t .T
1 2 3 4=v

To first order, the current in each magnet is related to the 

applied voltage by the time delay dynamics [222] 

 ( ) ( ) ( )dt
d u t L

R u t L V t1 ,=- +v v v   (7) 

where R and L are the resistance and inductance of the 

magnets. Substituting (6) into (5) gives 

 

[ ( ) ( )] ( ) ( , )

( ) ( , ) ( , ) ( )

dt
d x t y t u t H x y

u t H x y H x y u t
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=

=

=
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v

v v^ h6 @
/

/ /

 ( ) ( , ) ( ) ( ) ( , ) ( )u t P x y u t u t P x y u tT
x

T
yv= v v v v6 @, (8) 

where [ ( ) ( )]x t y t  is the current location of the droplet in the 

petri dish, the second equality was achieved by carrying 

out the square and then moving the gradient operator into 

the resulting double summation, and the last equality is a 

compact matrix representation with superscript T denoting 

vector transposition and the matrices Px and Py defined as 

 ( , ) ( ) ( ) /P x y H x y H x y x, ,x i j 4 4
$2 2_

#
v v^ h6 @

 ( , ) ( , ) ( , ) /P x y H x y H x y y .y i j 4 4
$2 2_

#
v v^ h6 @  (9)

Together with (7), equations (8) and (9) describe droplet 

motion under electromagnet control, they provide a 

dynamic map from the voltages applied to the four mag-

nets to the resulting motion of the droplet, from Vv  to uv  to 

( , )x y .o o  The control uv  appears quadratically in the model 

and the P matrices are strongly nonlinear in space [193]. 

The control for droplet steering is explicitly designed to 

account for the nonlinear aspects of (8) and (9). Let 

d x xdesired measured= -v v v  be the vector error between the drops 

desired and measured position. The control applies the cor-

recting velocity v kd=v v  where k is a scalar gain and 

( )v v v, .x y=v  This sets two (out of four) control degrees of 

freedom according to 

 ( )u P x y u v,T
x xv =v v6 @

 ( )u P x y u v, .T
y yv =v v6 @  (10)

Minimizing the total electrical power drawn by the mag-

nets is equivalent to minimizing the quadratic cost function 

 J u u u.T2
_ =v v v  (11) 

Thus the goal is to choose uv  to minimize J subject to the 

constraints of (10) and then to control the magnet voltages 

Vv  to achieve those magnet currents uv . The optimization 

proceeds by identifying a parametric family of all solutions 

of (10), this specifies the constraint space, and then explic-

itly minimizing the cost function (11) across this space. 

For any ( , )x y  ferrofluid location, and for each desired 

correction velocity ( )v v v,x y=v , the constraint space of (10) is 

a two-dimensional surface in the four-dimensional space of 

all possible actuations of the magnets. All points uv  on this 

surface create the desired droplet velocity vv . Set the vector 

pv  to be the magnetic field at the location of the ferrofluid 

 ( ) .u H x y p,j j
j 1

4

_
=

v v/  (12)

The two-dimensional quadratic constraint of (10) can now 

be broken up into two equivalent linear constraints [100] 

given by (12) and 

 ( )u p H x y v2 , .j
T

j
j 1

4

dv =
=

v v v^ h/  (13)

Equations (12) and (13) are a set of two two-dimensional 

equations (four equations in total) for uv  and pv  (for six 

unknowns) rather than one quadratic two-dimensional 

equation for uv  alone (two equations for four unknowns). 

The advantage of this second formulation is that it is linear 

in uv . For any chosen pv , there are four equations for the four 

actuation variables ( )u u u u, , , .1 2 3 4  Inverting (12) and (13) 

gives uv  in terms of pvand vv  as shown in (14) at the bottom of 

this page.

This uv  exactly achieves the desired correction velocity v.v  

Note that there are two different fields acting at the ferro-

fluid: the magnetic force that is proportional to ( )H x y,
2

d v  

and sets the droplet velocity as stated by (5), and the mag-

netic field ( )H x y,v  at the drop’s location denoted by pv  in (12). 
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The two do not necessarily align, as is clear both from 

Figure 3 (the black force arrow does not align with the mag-

netic field gray arrows along the gray field lines) and Fig-

ure 5 [the magnetic field in (d) is not the same as the magnetic 

force field in (e)]. The change of variables above neatly sepa-

rates the velocity constraint and the power minimization by 

using pv  as an intermediate variable. The final step is to 

search over the magnetic field direction at the ferrofluid 

location (over pv ) to find the minimum power control. 

The electrical power cost function ( ) ( )J u u g p g pT T= =v v v v v v  is 

minimized over pv . Using polar coordinates [ ]cos sinp i it=v  , 

J is first minimized with respect to t  with i  fixed, then a 

search is performed over i . The explicit form of ( )u g p=v v v  

written in (14) allows for a closed-form solution of the first 

step. The second step is carried out by a numerical optimiza-

tion. These two steps yield the globally optimal control u*v  

that creates the desired correcting velocity vv  with minimal 

electrical power [100], [193]. Figure 9 shows the optimal actua-

tions for moving a ferrofluid drop from left to right. The actu-

ation switches from the top and bottom magnets to mainly 

the right magnet as the droplet is moved right. This switch 

occurs since the right magnet is ineffective when the droplet 

is far away; in that case the droplet can be actuated to the 

right with lower current by using the closer top and bottom 

magnets. 

The above analysis determines the desired optimal cur-

rents u ,*v  but it is the voltages Vv  that are controlled in the 

experiment. The low-pass filter (7) gives the relation between 

Vv  and uv , which is compensated by a linear high-pass filter 

to provide a flat frequency response over the desired closed-

loop bandwidth [100]. Additionally, as the ferrofluid tra-

verses its path, there are jumps in the type of control that is 

optimal. In Figure 9, for example, it is optimal to first use the 

nearer top and bottom magnets (the first two panels) until 

the droplet approaches near enough to the right magnet so 

that its use becomes preferable (the last panel). The need for 

magnet switching during optimal control is fundamental, 

and, if there were no magnet-charging time delays, the con-

trol would attempt to apply  discontinuous currents in time 

as the ferrofluid moved through space. A specially designed 

nonlinear filter is included to smooth out the electrical cur-

rents while still ensuring that the direction of the created 

current vector ( ) [ ( ) ( ) ( ) ( )]u t u t u t u t u t T
1 2 3 4=v  accurately 

tracks the direction of the optimal current vector found 

above, since it is the direction of the current vector that sets 

the direction of the ferrofluid droplet motion. This  nonlinear 

filter smooths out the control in time but does not degrade 

droplet manipulation performance [100]. Reference [100] 

also extends the method to single droplet control in three 

spatial dimensions, but this has not yet been demonstrated 

experimentally. 

Control Design for Magnetic Field Uncertainty

Here the optimal single droplet control scheme is modified 

to account for magnetic field uncertainty. This uncertainty, 

which can result from variations in electromagnet shapes, 

strengths, and material parameters, is an engineering 

uncertainty. Biological uncertainty, the variability of rele-

vant parameters in live tissue, is far more extensive and 

complex and components of it are discussed in the next sec-

tion on in-vivo modeling. The goal here is to understand 

and limit errors in the actuated droplet velocity vv  due to 

magnetic field variations. 

From (5), if there is an uncertainty in the magnetic field, 

the modified velocity of the ferrofluid drop is 

 v H H
2

dv d= +v v v  (15) 

where Hd v  is the error in the applied magnetic field and is 

unknown. By expanding the square to first order, the veloc-

ity error is 

 .v H H O H x
H H x

H H2 2
T T

2
$d

2
2

2
2.d v d d v d

d
= + +v v v v

v

v v
v

v
v^ ^ ^

h h h; E  

 (16) 

Using (6), which defines the nominal magnetic field Hv  

in terms of the four currents u u u, , ,1 2 3  and u4  and the mag-

netic field created by each magnet alone H H H, , ,1 2 3
v v v  and 

H4
v , and grouping the Hd v  terms into one matrix and the Hj

v  

terms into another matrix, gives [100] 

 ( ) ( )v x u x u2 ,H H.d v dv v v v v6 6@ @  (17)

where the Hd  matrix is the collection of all the Hd v  terms, 

including ( )/H xT2 2d v v , and has a 2 × 5 size. The H  matrix 

includes all of the Hj
v  terms and is 5 × 4. While the magnetic 

field deviation matrix Hd  depends on both ferrofluid loca-

tion (xv ) and the electromagnetic currents (uv ), the matrix H  

changes only with the ferrofluid location since the depen-

dence on control is captured by the uv  at the end. The goal is 

to minimize the velocity error vdv  in the presence of mag-

netic field uncertainties Hd . It is not possible to exactly 

minimize vdv  because Hd  is unknown. However, by 

neglecting second-order and higher terms, it is possible to 

minimize an upper bound for the velocity error 

 2 ( , ) ( )v x u x uH H#d v dv v v v v  (18)

where $  denotes the induced Euclidean matrix norm. 

Minimizing ( )x uH v v  can be phrased as minimizing 

J q qT
robust = v v  where ( )q x uH=v v v , which is a quadratic form in 

which uv  can be chosen in the same way as for the J  in (11). 

This minimization of Jrobust  yields a robust control that still 

exactly satisfies the desired velocity constraints of (10). 

There is an expected tradeoff between optimality and 

robustness, in which a purely robust solution (that mini-

mizes q qTv v ) requires high power, and an optimal solution 

(that minimizes u uTv v ) has no guarantee of robustness [100]. 

The tradeoff can be set by choosing a mixed cost function 
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q [ ]J u u q u uI H HT T T T
mixed c c= + = +v v v v v v  where the weighting 

coefficient c  tunes the control from optimal to robust. 

Single-Droplet Experimental Results

Figures 10 and 11 present sample experimental results for 

the optimal control scheme. Optimal manipulation was 

tested for a variety of ferrofluid drop sizes, as well as 

desired trajectory shapes and speeds. Volumes were varied 

from 1 to 20 nL that, under the action of surface tension, cor-

responded to droplet radii of 0.6–1.7 mm, respectively. The 

control speed was varied from 0.65 to 1.7 mm/s. In each 

figure, the columns from left to right show a straight line, 

square, and spiral trajectory. Time progresses from top to 

bottom, and each snapshot shows a trace of the droplets’ 

motion over time. The average error between the desired 

and actual position of the ferrofluid droplet is defined as 

 ( ) ( )e T x t x t dt1 ,
T

0
path desired measured= -v v#  (19)

where T is the time for the droplet to traverse the entire 

path. For each trajectory, the average velocity and this 

quantitative average path error are noted on the bottom of 

that column. Figure 10 illustrates the most straightforward 

case: control of a slow-moving, medium-sized droplet. 
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FIGURE 9 Magnetic energy and electromagnetic actuation for minimum power control of a single ferrofluid droplet from left to right [193]. 

Each panel illustrates a different droplet (x, y) location (the black dot). The black arrow shows the direction of the desired velocity (and 

thus the applied magnetic force direction), and the color indicates the magnetic potential energy that is proportional to minus the mag-

netic field intensity squared, HU
2

l=- v  (shown on a logarithmic scale). The text inside each magnet states the current through that 

magnet (positive for a clockwise current, negative for counter-clockwise).
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Figure 11 shows control of a small drop moving quickly, 

which is a more difficult task because of the faster speed 

and because the magnets have to work harder to move the 

smaller drop (since a smaller drop experiences smaller 

magnetic forces). Beyond a certain ferrofluid drop size, the 

single droplet control scheme is no longer feasible. For a 

large 150-nL droplet (3.3-mm radius), applied magnetic 

forces exceed the surface tension forces that hold the drop-

let together, causing the droplet to break into subdroplets 

(Figure 12). 

For control of the small 1-nL droplet, the visible devia-

tion of the ferrofluid from the desired square and spiral 

paths near the leftmost electromagnet contributes to most 

of the average positioning error. This deviation occurs in an 

operating regime where, even for optimal minimum power 

control, the magnets are being actuated near saturation. It 

t = 0 s t = 0 s t = 0 s

t = 48 st = 26 st = 5 s

t = 10 s t = 52 s t = 96 s

t = 144 s

10 mm

t = 78 st = 15 s

Velocity = 0.75 mm/s

(a) (b) (c)

Average Error = 0.33 mm

Velocity = 0.84 mm/s

Average Error = 0.32 mm
Velocity = 0.84 mm/s

Average Error = 0.28 mm

FIGURE 10 Control of a slow-moving, medium-sized 20-nL (1.7-mm radius) ferrofluid droplet along a line, square, and spiral path [193]. 

A quantitative measure of the average error (19) is noted at the bottom of each column. Movies are online at www.controlofmems.umd.

edu/movies/FFmedslow_line.mov, www.controlofmems.umd.edu/movies/FFmedslow_square.mov, and www.controlofmems.umd.edu/

movies/FFmedslow_spiral.mov. 
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is likely that different saturation characteristics between 

the four magnets may be causing the asymmetry seen in 

the paths in Figure 11. The medium-sized 20-nL droplet 

can be actuated with less force and the magnets do not 

approach saturation, thus there is virtually no deviation 

even during fast control. Additional optimal control exper-

imental results are presented in [100] and [193]. 

Robust control turns out to be advantageous near 

magnet edges where the magnetic field is most uncertain. 

Reference [100] presents a mixed optimal/robust scheme 

that is robust near the magnet edges and smoothly transi-

tions to optimal control at the center of the petri dish, 

which works well in experiments. Both the optimal and 

robust controllers have effectively manipulated single 

drops of ferrofluid, ranging in volume from 1 to 20 nL, in a 

4-cm diameter petri dish, with speeds of 0.033–1.7 mm/s, 

using four small, inexpensive, and off-the-shelf a0.13 T 

electromagnets [193]. 

t = 0 s t = 0 s t = 0 s

t = 27 st = 14 st = 6 s

t = 12 s t = 28 s t = 54 s

t = 81 s

10 mm

t = 42 st = 18 s

Velocity = 0.65 mm/s

Average Error = 3.2 mm
(a) (b) (c)

Velocity = 1.6 mm/s

Average Error = 4.7 mm

Velocity = 1.6 mm/s

Average Error = 3.6 mm

FIGURE 11 Faster control of a small 1-nL (0.6-mm radius) ferrofluid droplet along a line, square, and spiral path [193]. Movies are online at 

www.controlofmems.umd.edu/movies/FFsmallfast_line.mov, www.controlofmems.umd.edu/movies/FFsmallfast_square.mov, and www.

controlofmems.umd.edu/movies/FFsmallfast_spiral.mov. 
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The underlying purpose of these single droplet experi-

ments was not manipulating a single small object in an inan-

imate fluid environment, which can be achieved with 

exquisite precision by other means [223], [224]. Rather, the 

experiments were to encounter and experimentally solve the 

initial engineering issues in the magnetic control of ferroflu-

ids. These issues include compensating for the quadratic 

nature of the magnetic forces, smoothly switching between 

different types of optimal solutions, dealing with electro-

magnet time delays, and addressing magnetic field uncer-

tainty. These same issues will remain present during the 

closed-loop control of ferrofluids in patients. However, to 

move toward the control of distributed ferrofluids in a bio-

logical setting further requires better understanding and 

quantification of nanoparticle transport through live tissue, 

in and around blood vessels, and this is discussed next. 

MODELING FERROFLUID TRANSPORT IN-VIVO 

Modeling the motion of magnetic nanoparticles inside the 

body is challenging, most immediately because live tissue is 

so complex and its properties vary significantly from one 

location to another, from person to person, and many of 

these properties remain unknown. For example, there is no 

way to map the complete vasculature of a live patient (MRI 

can only visualize major vessels [225]), and, even if this vas-

culature and the blood velocity profile in each vessel were 

measurable, it is not computationally feasible to resolve 

particle behavior over seven decades of length scales (from 

a100-nm particle size to the meter length scale of a human 

patient). Minimal models are required that are aimed at 

answering specific control questions, on an appropriate 

length scale, with parameters that can be varied over a 

range of physiological conditions. Then tissue experiments 

can be designed and implemented to better identify the 

parameters in these models. This section presents the mod-

eling of ferrofluid transport in and around a single blood 

vessel. The diameter of the vessel, its blood velocity, the 

resistance of its walls to particle egress, the properties of the 

surrounding tissue, and the applied magnetic force can all 

be varied over a range of expected conditions to predict 

when magnetic forces will successfully collect particles to 

surrounding tissue targets. To the degree possible, the 

model is verified against applicable experimental data from 

prior hardware [107], [194], animal [86], [105], and human 

[11] experiments. This style of modeling is then extended to 

quantify and optimize magnetic sweeping of therapy into 

breast cancer metastatic tumors in the subsequent section. 

Although in some cases, such as the inner ear application 

illustrated in Figure 4, magnetic particles are introduced 

into the body outside the blood flow, in most envisioned 

treatment scenarios particles are injected into the blood-

stream [11], [73], [86], [109], [164], [168], [226], [227]. The 

particles may be injected into a blood vessel immediately 

upstream of the known disease location, after which mag-

nets are used to try to capture and confine the therapy as it 

flows by on its first pass [73], [164], [168]. This option is not 

always possible, as when a clear feeder blood vessel does 

not exist or is not surgically accessible. Alternatively, the 

particles may be injected systemically into a major artery 

[11], [226], [227], in which case they are distributed by blood 

flow throughout the entire body in minutes and then con-

tinue to circulate [228]. In this second case, magnets are 

used to capture and focus therapy to a disease site when 

particles pass by the targeted location. 

Particles remain in circulation for a limited time, in part 

because the human immune system is designed to find and 

remove any foreign bodies [229]. Even for carefully 

 engineered “stealth-coated” nanoparticles, about half of 

the particle dosage (about 50% of the Chemicell particles 

used in [11]) is caught within minutes and sequestered to 

the liver, spleen, and kidneys [71]. The remaining half of 

the particles are taken out of circulation more slowly, over 

several hours (a4 h for 30% more) to days, depending on 

their size and properties. These remaining particles are 

manipulated during the magnetic targeting. 

Nanosized particles are beneficial for two reasons: 

smaller particles evade the immune system for longer peri-

ods, which allows for longer treatment windows [229], and 

t = 0 s t = 19 s t = 29 s

(a) (b) (c)

FIGURE 12 Attempted control of a large 150-nL (3.3-mm radius) ferrofluid droplet [193]. As soon as magnetic control is turned on, the 

droplet breaks up into multiple smaller droplets. This droplet was too big to control effectively.
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nanoscopic particles are more likely to leak out of blood 

vessels into surrounding tissue [110], [111], [229], [230]. This 

is especially useful when treating cancers, as tumor vessels 

are often “leakier” than most normal vessels since they are 

poorly formed and can have submicron gaps or pores that 

can let through nanoscopic but not microscopic particles 

[112], [229]–[231]. 

Therefore the size of magnetic particles must be chosen 

wisely: they must be small enough to sufficiently evade the 

immune system and reach target tissue but large enough so 

that they can be effectively manipulated, as magnetic forces 

scale with particle volume by (4). In the 1996 human trials, 

100-nm diameter particles were used (Figure 13) [11]. Since 

then, Chemicell has been able to better stealth its particles, 

and blood circulation times have improved [71]. Conse-

quently, 250-nm diameter particles are planned for future 

human trials. Even using these larger particles and power-

ful magnets, the forces created on magnetic particles are 

still extremely small—tens of pico-Newtons or less (see 

Table 1). The challenge is to gain enough force; applying too 

much force so that particles tear or otherwise damage tissue 

has not been an issue. Finally, the strength of the bonds 

binding the drugs to the particles needs to be chosen so that 

the drug release rate roughly matches the particle circula-

tion times—previously about 60 min for Chemicell’s 100-nm 

particles [15]. 

Each set of animal trials has tested just one set of mag-

netic parameters. Figure 13(b), for example, shows results for 

100-nm diameter Chemicell particles with a 0.5 T rod-

shaped 5-cm long, 5-mm diameter permanent magnet held 

against the skin of the rats [86]. These tests require a skilled 

veterinary surgeon and the results of Figure 13(c) and (d) 

further require that the rats be sacrificed, dissected, and 

their tissue slices stained and examined under a microscope. 

If the animals have tumors, then those tumors must have 

been seeded by implanting cancer cells into the animals 

days, weeks, or months before (depending on the tumor rate 

of growth) and enough animals must be used to achieve sta-

tistical significance. Thus, although animal trials remain the 

final step before testing in humans, it is not feasible to search 

the magnetic drug-delivery design space using animal 

experiments. 

Rather, models are needed to choose the best magnet 

placement, size, shape, strength, and dynamic actuation. 

The next modeling step, beyond (1)–(4), is to better under-

stand what happens in and around a single blood vessel. 

Figure 14 illustrates the considered simulation domain: it 

shows a single vessel (delineated in red), the thin endothelial 

layer that makes up the inside wall of that vessel (in orange), 

and tissue surrounding that blood vessel (in light brown). It 

is assumed that systemic blood flow has uniformly distrib-

uted the particles before they encounter magnetic forces, 

hence the inlet concentration of the particles into the vessel 

is uniform. A magnet is held below the vessel (as shown in 

the figure inset) and creates downward magnetic forces. 

Modeling of particle transport in tissue includes these mag-

netic forces plus particle diffusion. Modeling in blood 

includes both diffusion and blood viscous drag forces that 

cause particle convection. In blood, magnetic particles are 

also scattered by collisions with blood cells, which is an 

effect that, to a first approximation, can be modeled as addi-

tional diffusion [89]. 

As noted earlier, magnetic fields propagate essentially 

unchanged through the body and can be described by the 

magnetostatic equations (1)–(3). Equation (4) gives the mag-

netic force on each nanoparticle. For particles in blood, this 

magnetic force competes against viscous (Stokes) drag and 

creates a steady-state particle drift velocity V cFR mag=v v  

where  1/6c ar h=  [232] and where h  is the viscosity of 

blood. This relative magnetic velocity VR
v  acts in addition to 

particle convection by blood flow. In surrounding tissue, h  

is replaced by tissue resistance to particle motion, is an 

Inoperable
Tumor

(a) (b) (c) (d)

5 mm

100 μm

FIGURE 13 Magnetic drug targeting in animal and human clinical trials [11], [86]. Magnetic focusing was verified from the large to the 

small scale. (a) Magnetic resonance (MR) image of the same patient shown in Figure 2(b) after magnetic nanoparticle treatment. 

Nanoparticle accumulation at the inoperable tumor was observed as lighter regions (lack of MR signal) and is marked by the white 

arrows. (b) Rat experiments. Magnetically concentrated ferrofluid is visible under the skin of the animals. (c) Magnetic nanoparticles 

concentrated in a rabbit tumor microvessel (white arrow). (d) Magnetic nanoparticles at the membrane of mouse epithelial cells (black 

arrow) after magnetic targeting. These results combine sophisticated capabilities in nanofabrication, chemistry, imaging, animal exper-

iments, and clinical practice [11], [17], [21], [23], [24]. The current goal is to improve the magnet control. 
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 uncertain parameter, and varies between different tissue 

types (for example, muscle resists particle motion more than 

fat but less than bone) [110], [111], [230], [233]. In Figure 14, 

only two different tissue types are considered: the endothe-

lial vessel wall and a homogeneous surrounding tissue. 

The time rate of change of particle concentration at each 

spatial location, in blood or tissue, is given by the diver-

gence of a ferrofluid flux [234] 

 ( ) ( )
t

C x t J x t, , .$d
2

2
=-v vv  (20)

Equation (20) is a particle conservation law and is exact; 

equations chosen for the flux Jv  are approximate. In tissue, 

the flux consists of particle magnetic drift plus particle dif-

fusion and can be modeled as J D C V CT Td=- + vv  [235]. 

Here, VT
v  is the magnetically created particle velocity in 

tissue. Diffusion is modeled by a tissue diffusion coefficient 

DT  and a flux that is proportional to the negative of the par-

ticle concentration gradient Cd . In blood, particles are also 

transported by blood flow so that ( )J D C V V CB B Rd=- + +v vv  

where VB
v  is the blood velocity. Also in blood, particles are 

further scattered by collisions with blood cells. This scatter-

ing can be modeled as additional diffusion and is folded 

into a total blood diffusion coefficient (D D DB STot = + ) [89]. 

The above offers a reasonable next-step model. However, 

the range of possible blood and tissue parameters is wide 

and uncertain (see Table 1). 

When the above model is nondimensionalized, all of the 

particle, magnetic field, blood, and tissue parameters (Table 1) 

collapse down to four essential quantities: the magnetic-

Richardson number ,W  two reduced Renkin diffusion coef-

ficients (one each for the endothelial membrane D  and the 

surrounding tissue DT ), and a Péclet number Pe. The result-

ing three partial differential equations (PDEs), one PDE each 

for particle transport in blood, the endothelial layer, and in 

surrounding tissue, can be written in nondimensional vari-

ables as [88], [90] 

 [ , ]t C C V C1 0PeB B B B$d d
2
2 W=- - + + -v^ h8 B (21) 

where CB  is the nondimensionalized particle concentration 

at each location in the blood vessel, VB
v  is the nondimensional 

blood velocity, t is nondimensional time, and d  is the nondi-

mensional gradient operator. Since the magnet is below the 

vessel, the magnetic drift vector [ , ]0 W-  points straight 

down. In the endothelial membrane and surrounding tissue 

 [ ]t C C C1 0, ,PeDM M M$d d
2
2 W=- - + -8 B

 [ ]
t

C C C1 0, ,
Pe

DT T TT$d d
2

2 W=- - + -; E  (22) 
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FIGURE 14 Modeling magnetic particle transport in and around a single blood vessel [88]. The blood vessel is idealized as a straight 

channel. Blood and a constant concentration of magnetic particles enter from the left. The magnetic particles (black circles) within the 

blood vessel experience diffusion, convection under blood flow, and magnetic forces. Magnetic particles in the surrounding endothelial 

and tissue layers experience diffusion and magnetic drift but no blood flow forces. The magnet can be a long distance from the blood 

vessel (deep targeting) and here this is denoted by the break in the length bar on the right of the figure. (Inset: A blood vessel in a patient 

and a small box showing the simulation domain.)
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where CM  and CT  are the nondimensional concentrations of 

particles at every spatial location in the membrane and tissue. 

The magnetic-Richardson number W  quantifies the 

ratio between the applied magnetic forces and the maxi-

mum Stokes drag forces that the blood flow can exert on 

particles in the vessel. W  is defined as the ratio 

 

F
F

V
V

Stokes Drag Force at Blood Vessel Centerline

Magnetic Force at Blood Vessel Centerline

maxB

R

Stokes

Mag

W=

= =v

v v  

(23)

where FMag
v  is the magnetic force on a single particle at the 

centerline of the blood vessel [see (4)], FStokes
v  is the Stokes 

drag on a stationary particle that is also at the vessel center-

line, V maxB  is the maximum blood speed in the vessel, and 

V cFR Mag=v v  is the magnetic drift velocity (as defined earlier). 

The Péclet number quantifies the competition between par-

ticle convection by blood flow versus particle diffusion in 

the blood and is defined as 

 
.D

d V
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maxB B

Tot

#
=
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(24) 

where DTot  takes into account the particle scattering due to 

collisions with blood cells. The Renkin reduced diffusion 

coefficients for the endothelium and surrounding tissue 

are defined as 

 D D
D

D
D

Total Diffusion Coefficient in Blood
Diffusion Coefficient in MembraneD

B S

M M

Tot
= =

+
=

 (25)

and 

 D
D

Total Diffusion Coefficient in Blood
Diffusion Coefficient in TissueD T

Tot
T = =  (26)

where DB  is the particle diffusion in blood due to Brown-

ian thermal motion, DS  is the additional diffusion caused 

by collision with blood cells, DM  is the diffusion in the 

endothelial membrane (which is set to zero if the particles 

cannot penetrate the blood vessel wall), and DT  is the par-

ticle diffusion coefficient in the surrounding tissue. Only 

the minimum of the two Renkin numbers needs to be con-

sidered as the smaller value determines the behavior [88]. 

Thus three nondimensional numbers predict nanoparticle 

behavior in and around a single blood vessel. 

Table 1 lists relevant physiological parameters for the 

human body. For example, in humans, the minimum 

blood vessel diameter is 7 nm (for small capillaries) and 

the maximum is 3 cm (for the vena cava) [110], [236]. 

Table 1 also lists the range of engineering parameters 

used in past magnetic drug delivery studies. For these 

two ranges, the three nondimensional numbers vary 

between 4 10 6 10 ,18 3# ## #W-  1 1 10Pe 12## # , and 

( )min0 1,D DT# # . In [88] the behavior of the single-ves-

sel model (21) and (22) was exhaustively mapped over this 

entire nondimensional regime. For all physiological condi-

tions—from small to large vessels with slow to fast veloci-

ties, and across all particle sizes and magnet strengths—only 

three types of qualitative behavior occurred: velocity-dom-

inated behavior, magnetic-force-dominated behavior, or 

boundary layer formation. These three behaviors are illus-

trated in Figure 15. 

In the velocity-dominated case, the created magnetic 

forces are weak compared to the blood flow forces and so 

cannot capture the particles, and the particles are washed 

to the right, out the back of the blood vessel. In the mag-

netic-force-dominated case, the magnetic forces far exceed 

the ability of the vessel membrane and tissue to resist par-

ticle motion. Here the particles are pulled down by the 

magnet out of the vessel and eventually also out of the 

region of tissue being considered. This case requires either 

exceedingly strong magnetic forces or a blood vessel mem-

brane that does not substantially inhibit particle movement 

(such as a sufficiently “leaky” tumor vessel). In the bound-

ary layer case, nanoparticles accumulate in a thin layer 

inside the vessel wall. If extravasation (the egress of parti-

cles through the blood vessel wall) is possible, these parti-

cles are in the ideal location to then enter the surrounding 

tissue. This last case presents the most promising 

 possibilities as the applied magnetic field can serve to con-

centrate the therapeutic magnetic particles to tissue targets. 

Figure 16 shows the predicted particle behavior in and 

around a single blood vessel [88], displaying the type of 

behavior expected to occur for each Richardson, Péclet, 

Renkin triplet. The figure shows the thin and vertical mag-

netic-dominated domain in solid purple at the back and the 

velocity-dominated domain in dark green, with the remain-

ing space corresponding to boundary layer behavior. 

Parameter ranges for prior magnetic drug delivery experi-

ments are overlaid using colored wire frames. Figure 16(a) 

shows the parameter range for two experiments in glass 

tubes [194], [107]. These two experiments did not involve 

any live organisms and the engineering parameters were 

tightly controlled, allowing for only minimal variation in 

the Richardson, Péclet, and Renkin numbers. In Figure 16, 

(b) and (c) correspond to rat experiments [86], [105], [237]. 

Because rats have both small and large blood vessels with 

varying blood velocities and their different tissue types 

have a range of possible diffusion and mobility coefficients, 

their nondimensional numbers span a broader range. Panel 

(d) shows the parameter range for human trials [11]. The 

blood velocity is higher in bigger vessels, and, unlike in rats, 

the relationship between vessel size and blood velocity has 

been measured in humans. This quantitative  relation deter-

mines the curved boundary of the red Lübbe domain. 

Within the boundary layer regime for each animal or human 
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FIGURE 15 The three types of predicted behavior in and around a single vessel. (a) Magnetic force-dominated case (} = 10–3, 1D = ), 

(b) velocity-dominated case (} = 10–5, 10D 3= - ), and (c) boundary layer formation (} = 10–2, 10D 3= - ). (a) The case of magnetic- 

force-dominated behavior shows a cross-sectional concentration of the nanoparticles for three times, at t = 0.03 s (early), 0.3 s (middle), 

and at equilibrium, all at Pe = 333. Particles are pulled towards the magnet and out through the bottom of the tissue, resulting in a final 

constant concentration equal to the blood inlet concentration. (b) The velocity-dominated case shows a cross-sectional concentration 

of the magnetic nanoparticles for three times, at t = 0.03 s (early), 18 s (middle), and at equilibrium, all at Pe = 333. Particles are washed 

out before they generate a significant boundary layer along the vessel wall. Over long times, diffusion equilibrates the concentration 

between tissue and blood. (c) Boundary layer formation shows a cross-sectional magnetic nanoparticle concentration for three times, 

at t = 0.03 s (early), 30 s (middle), and at equilibrium, all at Pe = 333. (i) The steady-state profile for } = 10–2. Here the particle concen-

tration is depicted on the same linear scale as in the other time snapshots. (ii) The steady-state profile for a higher magnetic-Richardson 

number, in this case } = 10–1. Here both the particle concentration and the cross-sectional plot are shown on a log scale. In both bound-

ary layer cases (} = 10–2 and 10–1), the particles rapidly build up along the vessel membrane, on both the vessel side and within the 

membrane. In (ii), the membrane particle concentration is sufficiently high to create a concentration in the tissue greater than the vessel 

inlet concentration—the magnetic targeting collects particles into the tissue around the vessel.
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experiment, there are two cases: either the particle concen-

tration in the tissue is below the blood vessel inlet concen-

tration (as in panel c:i in Figure 15), or magnetic focusing 

increases the concentration in the tissue to above the vessel 

inlet concentration (as in panel c:ii). Figure 16 marks these 

second desired C 1T 2  cases using light yellow, purple, and 

pink in panels (b), (c), and (d). Readers interested in further 

understanding how the bounding wire frames have been 

computed for the in-vitro and in-vivo experiments are 

referred to [88] that contains all the details. Overall, Figure 16 

shows the overlay between predicted and experimentally 

observed behavior by graphing it against the three key non-

dimensional numbers ,W  Pe , and ( , )min D DT . 

The above single-vessel analysis correctly predicts and 

explains available magnetic drug delivery experimental 

data. The PDE model of (21) and (22) accurately predicts 

both the occurrence and amount of magnetic particle cap-

ture in Ganguly’s and Xu’s glass tube experiments. Fur-

ther, it resolves an open question noted by Xu [107]. A 

common back-of-the-envelope analysis, which com-

pares the strength of applied magnetic forces to blood 

drag forces to determine if magnetic capture will or will 

not occur, failed to explain the experimentally observed 

behavior. The simple analysis was deficient because blood 

velocities, and hence drag forces on nanoparticles, are 

maximum in the center of the blood vessel. However, blood 
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velocities approach zero on the inside boundary of the 

vessel at the blood vessel walls due to wall no-slip bound-

ary conditions [110], [235], which is shown schematically in 

the velocity profile at the top left of Figure 14. (The velocity 

profile further has a blunted shape due to the non- 

Newtonian properties of blood [110].) Using the centerline 

blood velocity to estimate the drag forces dramatically 

overestimates these forces near the vessel walls, and thus 

severely underpredicts the ability of magnetic drug target-

ing to capture particles. In contrast, in Figure 16, the bound-

ary layer regime (remaining background pale blue region) 

first appears at 10 3.W - (1e-3 on the vertical axis) even for 

the lowest mass Péclet number ( 1Pe . ) where particle dif-

fusion is highest and it is most difficult to form thin bound-

ary layers. Thus the current analysis predicts that magnetic 

targeting can create a particle boundary layer even when 

the magnetic force is just 0.1% of the vessel centerline drag 

force. Simple back-of-the-envelope estimates [106], [107] 

also do not account for particle diffusion and particle 

transport in tissue, both of which are included in the cur-

rent formulation. 

For in vivo experiments [86], [105], the PDE model cor-

rectly predicted that the magnets used by Bergemann and 

Widder capture nanoparticles against blood flow in rats, 

again making a correct prediction in a case where the back-

of-the-envelope estimate fails. The model also predicted 

the depth of magnetic focusing observed in Lübbe’s human 

clinical trials [11]. For deeper blood vessels further away 

from the magnet, the magnetic force is smaller and the 

magnetic-Richardson number decreases. From Figure 16 it 

is possible to discern at which depths boundary layer 

behavior first ceases in various types of blood vessels [88]. 

The predicted 5-cm depth for large vessels and 8-cm focus-

ing depth for capillaries are consistent with the extent of 

particle accumulation observed by MRI immediately after 

patient treatment (Figure 13(c) [238]). 

If the same 100-nm diameter particles were actuated by 

a stronger and larger magnet, for example by a 2-T (MRI 

strength) electromagnet with a 25-cm diameter, 20-cm 

length, and 5-cm air core, then the analysis predicts that tar-

geting would have been possible to a depth of 20 cm in large 

vessels and to a depth of 30 cm in capillaries [88]. Effective 

manipulation of thin boundary layers of ferrofluids at 

30 cm is enough to reach deep tissue targets if control algo-

rithms could be developed to effectively move such thin 

films along vessel walls through the body-filling network 

of human capillaries to deep tissue tumors. 

Additional model features such as curved blood vessels, 

pulsating blood flow velocity (as actually occurs in vessels), 

particle clumping, and the presence of skin are discussed in 

[88]. These additions increase the realism of the model, 

which can make a quantitative difference in particle con-

centration profiles. However, except in the case of skin 

(which can force particles to accumulate underneath it), 

these additional factors do not change the three types of 

behaviors observed. Behavior remains as either magnetic- 

force-dominated, velocity-dominated, or the particles form 

a boundary layer. Still, even with the above additions, the 

model remains oversimplified. For example, it treats extrav-

asation as simple diffusion. Extravasation is a complex and 

sometimes active process (some particles are taken up and 

actively transported through blood vessel wall endothelial 

cells) [111], [239]–[241]; research investigations are ongoing; 

and the physiological mechanisms that drive extravasation 

are not well known or characterized. Weak points of the 

above modeling must now be identified and rank ordered 

to determine which weaknesses should be addressed first 

to best improve the predictions and enable better magnetic 

drug delivery design and control. Then dedicated tissue 

and animal experiments must be devised to isolate, under-

stand, measure, and fix key weaknesses. For instance, to 

address the large uncertainty in the model parameters, 

such as transport properties of nanoparticles in tissue 

(Table 1 provides only a rough range), experiments are 

under way to measure particle diffusion, magnetic mobil-

ity, and extravasation in different types of animal tissue, 

across blood vessel walls, and in different types of tumors. 

SWEEPING METASTATIC TUMORS 

Dynamic magnetic sweep, a preplanned treatment in formed 

by blood vessel distribution data from breast cancer patient 

autopsies, is presented next [91]. Sweep can be implemented 

with just two strong magnets in open loop (Figure 17) and 

does not require measurement of the real-time distribution 

of ferrofluids in patients. As such, it will be simpler to 

implement than closed-loop focusing of ferrofluid to deep 

tumors (for which preliminary control results are presented 

in the next section). 

The treatment of cancer is an inherently difficult and 

complex undertaking, and even “simple” approaches have 

been fraught with unanticipated challenges. As a contex-

tual example, attaching cancer therapy to monoclonal anti-

bodies that would recognize and preferentially bind 

to receptors on tumor cells initially appeared to be a rela-

tively straightforward advance [244]–[247]. However, two 

decades on, this therapeutic strategy has had only minimal 

clinical efficacy [248]–[253] and in a rather small subset of 

cases. Issues of patient immune response to the murine-

derived monoclonal antibodies [250], [252]–[257], difficulty 

in maintaining adequate therapeutic half-life in blood 

[252], [258], [259], and problems with the penetration of the 

antibodies into tumor tissue [252], [260]–[262] have all 

arisen as new challenges. 

Further, any new medical technology that is designed or 

manufactured in the United States, or that is used to treat 

U.S. patients, must pass U.S. Food and Drug Administra-

tion (FDA) regulatory approval [263]. The FDA requires a 

comprehensive and detailed assessment of risks to patients, 

and their effective mitigation, for every hardware and soft-

ware component of the technology. There is a rigorous 
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framework that must be used to prove compliance, which 

includes requirements such as a traceability matrix for 

every potential fault and fail-safe in the technology [264]. 

More complex systems, including more complex control 

algorithms, face additional hurdles and hence a lengthier 

and more onerous path to regulatory approval. For this 

reason, sweep is envisioned as a magnetic treatment that 

could possibly reach patients earlier. Success with sweep 

could provide a precedent and so enable FDA approval of 

more complex closed-loop magnetic control treatments in 

the longer term. 

Sweep also has the advantage that it has the potential to 

better treat metastatic disease. Treating the tumor shown in 

Figure 2(b), and its Figure 1 analog where an inoperable 

tumor is deep inside the body, is critical for patients where 

that specific tumor is causing problems (extreme pain, 

obstruction of the heart or breathing, pressure on the spine) 

[2]. However, it is metastatic disease, which is the spread of 

thousands of tumors throughout the body, that causes the 

majority of cancer deaths [265]. Moreover, metastatic 

tumors in humans differ from test tumors implanted into 

animals. A quote to this effect, by Colin Garner, CEO of 

Xceleron (a company that sells instruments for accelerated 

drug development), illustrates the point: “We have learned 

well how to treat cancer in mice and rats but we still can’t 

cure people” [266]. Additionally, patients with metastatic 

disease are usually not operated on since it is not possible 

to remove thousands of widely dispersed internal tumors. 

Consequently, there is a lack of data on the distribution, 

morphology, and blood supply of human metastatic 

tumors. The Clinical Center at the National Institutes of 

Health has a unique facility that performs comprehensive 

autopsies on patients enrolled in their clinical trials. Using 

this resource, autopsy tissue sections were analyzed from 

breast cancer patients who died from their disease, in an 

attempt to better understand the path therapy must travel 

from blood vessels to human metastases [91]. 

Because breast cancer often metastasizes to the liver 

and there is evidence that better treatment of liver tumors 

can improve patient outcomes [267], the focus below is on 

liver metastases. Figure 18 shows a photograph of a can-

cerous human liver. The metastases appear as firm white 

nodules, in contrast to the red blood-filled surrounding 

tissue, indicating a poor blood supply to the tumor sites. 

The degree of tumor vascularization was assessed by 

staining thin slices of tissue to visualize the distribution 

of blood vessels and cell nuclei. In normal liver regions, 

the average distance from each cell to its nearest blood 

vessel was 5.3 nm (the maximum was 67.8 nm); in tumor 

regions, the average was observed to be 43.8 nm (the max-

imum was 287 nm). Poor tumor vascularization presents a 

problem for chemotherapy delivery. Chemotherapy 

injected into the blood must diffuse from blood vessels 

into tumors; since metastatic cells are further away from 

blood vessels, they are likely subjected to lower concentra-

tions of chemotherapy, as compared to healthy cells that 

would receive higher doses [231], [268]. Thus poor vascu-

larization of metastases inverts the desired outcome, caus-

ing chemotherapy to preferentially dose healthy cells 

rather than cancerous cells. These same poorly vascular-

ized (and thus poorly oxygenated hypoxic) tumor cells 

have been linked to cancer recurrence [268]. 

Magnetic sweep, illustrated in Figure 17, is a concept that 

might be used to better treat thousands of poorly vascular-

ized human metastases in unknown locations. Chemother-

apy would be affixed to magnetic nanoparticles and would 
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FIGURE 17 Dynamic magnetic sweep would be employed to better reach many poorly vascularized human metastases that are too small 

(<1 cm) to be detected by radiological means [242], [243] and whose location is therefore unknown [91]. Dynamic magnetic sweep is open-

loop control and does not require real-time ferrofluid sensing. Left and right panels: magnets displace therapeutic magnetic nanoparticles 

from the vicinity of blood vessels into adjacent, poorly vascularized tumor regions. The process can be repeated in multiple spatial direc-

tions so that the combination of magnetic drift and particle diffusion better reaches all poorly vascularized cancer cells. Middle panel: 

computer simulations of the resulting drug transport in a sample 1.2-mm wide tissue region using blood vessel geometry taken from 

autopsy data. 
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be injected into the bloodstream. Magnets would then be 

held outside of the body to magnetically pull particles from 

blood vessel reservoirs into poorly vascularized hypoxic 

metastatic tumors. For the kind of widespread microtumors 

found in the livers of breast cancer patients, therapeutic par-

ticles would only have to be swept through a modest dis-

tance [a300 nm for the blood vessel distribution of Figure 

18(c) and (d)]. Sweeping over much longer distances might 

not be necessary, as even hypoxic tumor cells that are able to 

survive with reduced oxygen and nutrient supply must still 

be sufficiently close to blood vessels to stay alive. The goal 

of sweeping is to reverse the current situation—where che-

motherapy concentration is high in the whole body except at 

hypoxic tumors—by using magnetic forces to equalize the 

concentration. 

When a body-length magnet is turned on or rotated 

into place on the left side of a patient, as shown on the left 

of Figure 17, it will pull all magnetic particles within every 

location in the body to the left. Here we consider a smaller 

20-cm high by 10-cm thick, strong 5-T electromagnet that 

would be easier to construct than a full-body magnet, but 

that will suffice to pull therapy through the whole liver. 

The placement of the magnets ideally should be front to 

back, instead of left to right, to pull through the thinnest 

dimension of (non-obese) patients, but below we keep the 

discussion as left to right for simplicity and for consis-

tency with Figure 17. The 20-cm #  10-cm magnet size cre-

ates a gradient of the magnetic field squared [ H
2

d v in the 

force (4)] that is nearly constant across the thickness of the 

liver, and the 5-T strength is in line with electromagnet 
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FIGURE 18 Liver metastases in breast cancer patients are poorly vascularized [91]. The top image (courtesy of Hanne Jensen and 

Robert D. Cardiff, University of California at Davis) shows a cancerous liver. Metastases appear as firm white nodules in contrast to the 

normal red blood-filled surrounding tissue. From the Clinical Center autopsies, panels (a) and (b) show thin slices of normal tissue. Each 

slice is 1.2-mm wide and 5-nm thick. Panels (c) and (d) show tumor slices. Blood vessels are stained dark brown, and viable cells are 

stained blue. In the corresponding black images the vessels are marked in white. Normal tissue displays a fine meshwork of capillaries. 

Tumors exhibit vessels that are larger, misshapen, further apart, and fewer in number. 
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strengths that are already achieved in MRI [37], [47]. This 

magnet choice provides a strong and nearly uniform 

sweep force across the entire human liver and will move 

magnetized chemotherapy in basically the same way 

through all liver metastatic tumors. To start, a representa-

tive sample microtumor is considered 11-cm deep inside 

the liver. This corresponds to a deep location between two 

magnets positioned 20–30 cm apart, a distance that is suf-

ficient to accommodate most non-obese patients. (As a 

concrete example, the corresponding author’s upper abdo-

men is currently 18-cm thick.) Obese patients would 

require both larger and stronger magnets to achieve com-

parable sweep forces. 

The model used to predict the distribution of therapy in 

this sample tumor is the same as in (21) and (22) except the 

focus now is on what happens between many vessels 

instead of in and around a single vessel. The spatial distri-

bution of blood vessels is taken from sample autopsy data 

(here from the middle panel of Figure 17) and the bound-

ary of each blood vessel is treated as a source of chemo-

therapy for surrounding normal and tumor tissue. The flux 

of particles through blood vessel walls and into tissue is 

chosen to match observed particle circulation times for the 

1996 human trials [11]: it is high at the beginning and falls 

off exponentially with a 45-min half-life. The goal is to eval-

uate whether magnetic sweep can provide better therapy 

than diffusion alone. Because magnetic forces scale with 

particle volume, sweep would easily outperform diffusion 

for larger particles, and both diffusion and sweep are only 

feasible if the particles remain small enough to be able to 

travel through tissue [110], [111], [209]. Thus to appropri-

ately test sweep, small 60-nm diameter particles are consid-

ered. These small particles diffuse rapidly and enable a fair 

comparison of whether sweep can improve upon diffusion. 

Such small particles can also extravasate (pass through 

blood vessel walls) more easily, which is another reason to 

consider them, although effective extravasation is less of a 

concern in the liver where even normal blood vessels are 

porous to allow the liver to filter the blood. 

Based on particle size and magnet strength, realistic 

values are chosen for particle diffusion /D 9 10 s13 2#= - m^ h 

and particle magnetic drift velocity . /V 0 9 10 m s7#= -^ h 

[91]. At this velocity, it would take a magnetic particle 

approximately 53 min to cover the 287-nm maximum dis-

tance between a worst-case hypoxic tumor cell and its near-

est blood vessel. Three cases are evaluated. For the baseline 

diffusion-only case, no magnetic force is applied. For the 

left-pull case, a constant left magnetic force is applied for 

the duration of the 3-h treatment. For the third bidirec-

tional case, no magnetic force is applied for 45 min at the 

start (to allow a high concentration of chemotherapy to 

build up around each blood vessel before sweeping), then a 

right magnetic force is applied for 1.5 h, and finally a left 

magnetic force is applied for 45 min. The simulated therapy 

distribution results are shown in Figure 19. 

These simulations indicate that magnetic sweep can 

improve chemotherapy concentrations in a poorly vas-

cularized metastatic tumor. Since some drugs are fast 

acting, while others kill cells slowly, the time averaged 

(for slow-acting drugs) and maximum over time (for 

fast-acting drugs) concentrations were examined at 

each tissue location. For the diffusion-only case, both 

the time-averaged and the time-maximum drug concen-

tration in the tumor was lower than in surrounding 

normal tissue. Single direction sweep [Figure 19(b)] 

improved the time-maximum drug concentration in the 

tumor but the average over time remained below the 

average in the surrounding normal tissue. Bidirectional 

sweep (case c) improved both the time averaged and 

time maximum. The tumor time average and maximum 

concentrations now slightly exceeded normal tissue 

average and maximum concentrations. Moreover, com-

pared to diffusion-only, bidirectional sweep substan-

tially improved the ratio of tumor to normal drug 

concentration, both averaged and maximum over time, 

by 86% and 89%, respectively [91]. 

Optimizing Sweep over Multiple Tumors and Patients

Beyond considering a single sample tumor, magnetic 

sweep sequences were optimized based on autopsy data 

across multiple tumors and patients. During sweep, there 

is a fundamental tradeoff; since the nanoparticles have a 

finite circulation time in-vivo, there is a balance between 

magnetically pulling in one direction for as long as pos-

sible to sweep therapy as far as possible versus applying 

magnetic pulls in multiple different directions to bring 

drugs into poorly vascularized tumors from a variety of 

adjacent locations. A third pull direction did not add 

much value, so the timing of sweep was optimized only 

in two opposite directions. Further, vessel distribution 

autopsy data is only available for deceased patients, so 

there is a need to choose treatment for future patients 

based on autopsies of similar past patients. Hence bidi-

rectional sweep is optimized based on one set of samples 

(group A) and then tested on a second set of samples 

(group B). 

The optimization metric has to be chosen with care. 

The goal of sweep is to normalize the distribution of 

therapy, so as to avoid therapy cold spots at thousands of 

metastatic tumors. Moreover, for a single small tissue 

area (for example, the 1-mm wide sample shown in Fig-

ures 17 and 19), a trained pathologist can identify the 

microtumor location and its extent (the yellow circle). 

However, it is not feasible for a pathologist to visually 

identify thousands of tumors per liver autopsy, and to do 

so over many patients. There is also a need to continue to 

consider both slow-acting and fast-acting therapies, for 

which, respectively, time-averaged and time-maximum 

particle concentrations are more appropriate. Thus two 

metrics are considered 
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FIGURE 19 Simulation of chemotherapy distribution in and around a sample human metastases, for diffusion only compared to one- and 

two-directional magnetic sweep [91]. The top row shows the blood vessels (white) around a single human micro metastases (visible as 

a gap in blood vessel distribution), along with arrows showing the magnetic pull directions. The second panel shows the simulated che-

motherapy concentration at each location in the tissue over a 3-h treatment window for (a) diffusion only, (b) a left magnetic pull only, 

and (c) a right then left magnetic pull. The bottom two rows show the average and maximum over time drug concentration at each tissue 

location. The tumor (marked by the black circle) receives both higher time average and time maximum drug concentrations for sweep 

compared to diffusion only. Movies are available online at www.controlofmems.umd.edu/movies/diffonly.mov, www.controlofmems.

umd.edu/movies/leftpull.mov, and www.controlofmems.umd.edu/movies/bipull.mov.
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where the numerator is the spatial average of the nanopar-

ticle concentration across the entire tissue slice, for either 

the time average or the time maximum. The denominator 

of the metrics penalizes high spatial variance across tissue; 

if the spatial standard deviation is high (if the tissue has 

regions of both high and low particle concentration, an 

undesired situation since now some tumor regions remain 

untreated), then the denominator is high and the metric is 

low. Together, the numerator and denominator try to 

ensure a nonzero and uniform concentration of therapy 

across the entire tissue. In particular, if sweep timing 

parameters can be chosen to create a uniform high nanopar-

ticle concentration, then this metric will tend to infinity 

and sweep will have completely eliminated the problem 

that poorly vascularized tumors lack therapy. 

The bidirectional sweep optimization considered 70 

tissue samples in group A and another 71 for group B. Two 

parameters were optimized across group A: the duration of 

the first pull and the duration of the second pull. Since the 

treatment time was kept constant at 1.5 h, this also 

defined  the waiting period at the start by 1.5t hwait = -

t tfirst pull second pull-- - . Each of the two pull durations was 

varied across 25 values yielding 625 simulations per tissue 

slice, and thus a total of 88,125 simulations. It took seven 

days to complete the simulations on a Core i7 2.6 GHz com-

puter running Windows 7 with 32 GB of RAM. Figure 20 

shows the fold increases in the two metrics Jtime avg-  and 

J maxtime-  versus the diffusion-only case for group A. 

In (a) and (b) of Figure 20, the optimal sweep strategies 

for slow- and fast-acting drugs are marked by the blue stars. 

To increase the degree of normalization for slow-acting 

drugs Jtime avg-^ h, it was best to shift in one direction for 

.45% of the time and then shift in the opposite direction for 

the remaining .55% of the time. This procedure corre-

sponded to shifting in one direction until just before the 

half-life of the nanoparticles was reached, and it made no 

difference if the shift was to the right or left first. By com-

parison, to increase the degree of normalization for fast-act-

ing drugs J maxtime-^ h, it was best to shift the nanoparticles in 

only one direction—either only left or only right—for the 

entire duration of the 1.5-h treatment. This procedure 

ensured that every region of tissue saw as many new 

nanoparticles as possible. Bringing the particles back in the 

opposite direction did not improve the maximum over time. 

Thus, depending on whether a fast- or slow-acting therapy 

was considered, a different sweep strategy was optimal. 

The optimums of Figure 20(a) and (b) were then tested 

on group B. In Figure 20(c) and (d), the histograms of 

Jtime avg-  and J maxtime-  for diffusion alone versus optimal 

bidirectional sweep are shown. As can be seen, the group A 

sweep optima effectively shift the mean of the histograms 

of group B to better outcomes. 

The above sweep concept presents encouraging initial 

simulation results based on human autopsy data. The next 

steps entail experiments in excised animal tissue sections 

(currently underway) and in live animals (planned). A serious 

and comprehensive study is necessary to determine if and 

when magnetic sweep will be clinically appropriate. Although 

it was consistently found, across more than 100 microtumors, 

that liver metastases are poorly vascularized compared to 

normal tissue [91], the above autopsy and simulation studies 

were carried out on a relatively small cohort (18 breast cancer 

patients). More data is needed to determine effective control 

strategies for different scenarios so that the optimal method 

can be chosen according to patient profiles (e.g., an advanced 

breast cancer patient with liver tumors). For any live patient, 

the distribution of metastatic tumors and blood supply to 

these tumors is unknown, so sweep control strategies must be 

chosen for that type of cancer and disease profile based on 

statistical information from prior similar autopsy cases. 

TOWARD MAGNETIC FOCUSING TO DEEP TUMORS

This final technical section considers control algorithms for 

the closed-loop control of a ferrofluid to deep targets. Com-

pared to the previous results on static pushing into inner 

ears, closed-loop control of a single droplet, and dynamic but 

open-loop magnetic sweeping, the new aspect is control to 

focus a distributed ferrofluid. In a patient, blood flow quickly 

breaks up an injected bolus of ferrofluid (which is composed 

of magnetic nanoparticles suspended in water) and distrib-

utes it throughout the entire body (now that the nanoparti-

cles are suspended in blood). Focusing particles to a deep 

location requires that the magnets take that distributed fer-

rofluid, concentrate it, and direct it back down to the target. 

The following results are preliminary, involving only 

simulations in two spatial dimensions (experiments are 

ongoing), without accounting for human vasculature and 

assuming that real-time sensing of a ferrofluid is possible. 

As noted in Figure 1, deep and fast imaging of ferrofluids 

is an emerging area and is being addressed by fast-MRI 

[32], [269], positron emission tomography (PET) [33], [270] 

with fast gamma sensing [34], [35], [271], [272], as well as by 

a novel method that exploits the nonlinear properties of 

particle saturation [36], [39]–[41], [210]. The state of the art 

for these methods, and what remains to be done to enable 

in-vivo ferrofluid sensing, is summarized at the end of 

this section. 
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If it were possible to arrange magnets in such a way as to 

create a magnetic energy trap deep inside the body, that 

would be the easiest solution; such a trap could capture 

particles every time they flow by, it could be shifted to 

focus chemotherapy to tumors in different locations, and it 

could be slowly scanned to treat a single large tumor. This 

approach would constitute an open-loop solution, and 

would not require ferrofluid sensing. However, Earnshaw’s 
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FIGURE 20 Sweep optimized over group A (first row) was then applied to group B (second row). (a), (b) Degree of nanoparticle normaliza-

tion [Jtime-avg (27) and Jtime-max (28)] averaged over group A, as a function of pull left and right durations. Dark colors corresponded to high 

average concentrations and low spatial variances across group A tissue samples. Low values correspond to low concentrations or therapy 

hot and cold spots. In the triangles, the first pull duration is varied along the horizontal axis and the second along the vertical axis, with 

any remaining time spent waiting at the start of the treatment. For example, the location (+ 0.50, – 0.20) represents a 30% (27 min) waiting 

time, followed by a 50% (45 min) pull to the right, then a final 20% (18 min) pull left. Pure diffusion (no pulling) corresponds to the center 

white vertical axes above D. Optimal strategies are marked by the blue stars. (c), (d) Dotted black lines shows the histogram of metrics 

Jtime-avg and Jtime-max across group B samples for diffusion only. When the optimal sweep sequences of group A are applied to group B 

samples, these metrics shift to higher values as shown by the solid blue histograms in panels (c) and (d). The optimal sweep sequences 

are summarized within the red box at the top right of each panel: in both cases it is optimal to begin pulling immediately (there is no wait) 

and the pull directions and optimal durations are shown by the green arrows and text. In panel (c) the suboptimal and optimal means are 

5.1 and 7.1 with a p = 2.2 × 10–7 (ANOVA). In panel (d) the suboptimal and optimal means are 6.3 and 8.7 with a p = 8.4 × 10–6 (ANOVA).
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theorem [273] (see “Samuel Earnshaw’s 1839 Theorem”) 

proves that it is not possible to create such a stable magnetic 

energy trap between external magnets. 

The simplicity and fundamental nature of Earnshaw’s 

theorem makes it hard to bypass. Starting from Max-

well’s equations, Earnshaw’s theorem proves that the 

potential energy created by any arrangement of magnets 

cannot be concave; a stable energy well cannot be made. 

Any straightforward temporal averaging operation, such 

as applying a fast sequence of different magnetic fields or 

rotating an energy saddle, fails to bypass the theorem 

due to linearity. If ( )U x y z, ,1 , ( ),U x y z, ,2 f, ( )U x y z, ,n  are 

the sequence of applied magnetic energies, then the cur-

vature of the  time-averaged magnetic energy U2d = 

( / )(n U1 2
1d + )U U 0n

2
2

2d g d #+ +  because each Ui  sat-

isfies Earnshaw’s theorem. Creating a magnetic energy 

that is flat to  second order but is convex in fourth and 

higher order derivatives has not been achieved. Even if 

this were possible, such a solution would create magnetic 

forces that are too weak for effective particle manipula-

tion, would require precision cancellation of strong mag-

netic fields and would likely be too fragile and sensitive 

for practical engineering implementation. Another idea 

is to exploit a strong physical nonlinearity, such as 

Samuel Earnshaw’s result on “the nature of molecular forces 

which regulate the constitution of the luminiferous ether” 

(available in Google books) was read to the Cambridge Philo-

sophical Society in March 1839 but was not printed until 1842 

[273]. The result considers particles attracted to each other by 

an inverse square law and proves that “instability cannot be re-

moved by arrangement (of the particles); for though the values of 

d V,f
2  d V,g

2  d Vh
2  depend upon the arrangement of the particles, 

the fact that one at least must be positive and one negative de-

pends only upon the equation d V d V d V 0,f g h
2 2 2
+ + =  which is 

true for every arrangement. And consequently, whether the par-

ticles be arranged in cubical forms, or in any other manner, there 

will always exist a direction of instability.” Earnshaw’s function V  

is the potential energy of a single particle being attracted by many 

others. The proof proceeds by showing that the equation for V  is 

“that of an hyperboloid” (a saddle), with the result that the sum of 

its three second derivatives must equal zero. Even if two deriva-

tives are negative (corresponding to particle stability in a plane), 

the third derivative must then be positive (instability along a line). 

Earnshaw’s result equally applies to nanoparticles in a magnet-

ic field. Although nanoparticles do not attract each other strongly, 

the potential energy created by an imposed magnetic field is also, 

at best, an energy saddle. It is not possible to create an energy 

well between magnets, no matter how they are arranged. 

A modern proof proceeds as follows: the force on a 

single particle is given by F H
2

dl=v v  [the coefficient 

/( )a2 33
0r n | |l = +  by (4)]. The corresponding potential en-

ergy for the ferromagnetic particle is U H
2

l=- v since force is 

minus the gradient of the potential energy [196]. The Laplacian 

of the energy is 

 U
x
U

y
U

z
U2

2

2

2

2

2

2

d
2
2

2
2

2
2= + +

 H H H Hx y z
2 2 2 2 2 2d dl l=- =- + +v ^ h 

 H H H2 x y z
2 2 2d d dl=- + +^

 ) .H H H H H Hx x y y z z
2 2 2d d d+ + +  (S1)

Between magnets, where there are no applied electric cur-

rents, by Maxwell’s equations both the divergence and the curl 

of the magnetic field are always zero. This result implies that 

the Laplacians of the individual components of the magnetic 

field are zero: H H H 0.x y z
2 2 2d d d= = =  For ferromagnetic 

particles 02l  so 

 U H H H2 0x y z
2 2 2 2d d d d #l=- + +^ h  (S2)

because the term in parentheses is the sum of squares and 

is thus always positive. It is not possible to create a mag-

netic potential energy well, as this would require a posi-

tive energy curvature U 02d 2  that would violate Maxwell’s 

equations. 

This result has implications for magnetic drug delivery; no 

arrangement of magnets can create an energy well between 

them to focus ferromagnetic particles to an interior target. 

Diamagnetic particles with 01l  could be focused, in prin-

ciple, but diamagnetism is six orders of magnitude weaker 

than ferromagnetism ( .| –10–5 instead of 20+ ), and the 

forces created would be too tiny to move particles against 

tissue or blood resistance. Even if sufficient forces could be 

created on diamagnetic particles, as mentioned in the text, 

the susceptibility of human tissue is similar to that of diamag-

netic materials in particles ( | 6 4
tissue

- -10 10. -  [21]), but its 

volume is far greater; thus the tissue would experience orders 

of magnitude greater forces than diamagnetic nanoparticles, 

which would harm patients. Finally, most diamagnetic mate-

rials (bismuth, lead, mercury) are poisonous if injected into 

people. Thus Earnshaw’s 1839 theorem, which shows that 

no static magnetic field can focus ferromagnetic particles 

to an interior target, remains a key and fundamental limita-

tion for magnetic drug targeting. The solution is to bypass 

the assumptions of the theorem, for example, by introducing 

feedback control and varying the magnetic fields in time and 

space to control ferrofluid dynamics. 

Samuel Earnshaw’s 1839 Theorem 
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 particle magnetization saturation. But Earnshaw’s theo-

rem can be extended to show that the saturated magnetic 

energy also cannot have positive curvature. In principle, 

it is possible to exploit single-particle magnetization and 

rotation dynamics, that is, applying a magnetic field to 

magnetize the particles in one direction and then quickly 

switching the field so that the individual particles do not 

have time to realign, which means the particles will be 

briefly opposed to the new field and hence will act dia-

magnetically. This strategy flips the sign of the magnetic 

energy and makes a positive curvature possible. Using 

this idea, it may be possible to create a deep magnetic 

trap on average. But even microsecond switching of 

strong magnetic fields by pulsed-power electromagnets 

[32] might not be fast enough, the physics of magnetic 

particles under quickly changing magnetic fields is com-

plex [22], [274]–[276] so additional unanticipated forces 

may arise, and this concept has not been tested in experi-

ments. There may be some other clever and practical 

open-loop strategy to create a deep and stable magnetic 

trap, but such a strategy has not yet been found. In the 

meantime, feedback control, which exploits both sensing 

and the transport dynamics of the ferrofluid as a whole, 

is investigated as a method to focus particles to a deep 

target on average. 

Consider the same experiment as shown in Figure 8 but 

now, instead of a single droplet, the ferrofluid is distributed 

throughout the petri dish with a concentration ( )C x y t, ,  at 

each location over time. The partial differential equation 

for this situation is an analog of (21), minus the blood con-

vection term (which will need to be put back in for future 

control design). This equation is rewritten below in a form 

that highlights that the magnetic force on the ferrofluid is 

equal to the gradient of the square of the magnetic field 

intensity 

 ( ) ( )t C x y t C x y t1, , , ,Pe$
2
2 d d=- -8

 ( ) ( ) .C x y t H x y t, , , ,
2

dW+ v B  (29) 

As before, the controlled electromagnets are placed out-

side the petri dish. The goal is to control these magnets to 

create a high ferrofluid concentration at the center of the 

dish. The larger purpose is to learn something about con-

trol algorithm design for a distributed ferrofluid. 

By-Hand Control Design Via Shaping  

a Sequence of Magnetic Energies

Initially, it was not clear how to think about control design 

to focus a distributed ferrofluid to a deep target. To see if 

such focusing was even possible, a control algorithm was 

first designed by hand. Using an intuitive understanding 

of magnetic energies and forces, and Earnshaw’s con-

straints on their shapes, a succession of magnetic energies 

U Hi
2

l=- v  was chosen to drive a ferrofluid from domain 

edge to center with minimal spreading [102]. The by-hand 

control was able to create a ferrofluid hot-spot on-average 

at the center of the domain and indicated how to phrase a 

rigorous optimization problem for deep focusing (whose 

quadratic programming solution is presented in the next 

subsection). This by-hand approach was “semi” closed-

loop in the sense that each magnetic energy shape was 

chosen by knowing the ferrofluid distribution created by 

the previous shaped energy (see Figure 21), and it was 

instructive by building intuition on what kind of magnetic 

focusing actions are possible. 

The focusing control was carried out in two steps: first 

the ferrofluid was focused to the edge of the circular 

domain and then it was moved with minimal spreading to 

the center target [102]. The first step sidesteps Earnshaw’s 

theorem by using the petri dish boundary to contain the 

ferrofluid. The second step tries to do the best possible 

under the U 02d #  curvature constraint. This strategy, 

when repeated multiple times will, on average, create a 

higher concentration of ferrofluid at the center, and at some 

edge locations, but with a lower concentration within the 

remainder of the domain. In a patient, this would corre-

spond to increased chemotherapy concentration at the 

deep tumor and in some locations under the skin, but it 

would reduce chemotherapy in the interior of the body (in 

the lungs, liver, other internal organs, and would spare 

more of the patient’s immune system). 

To show what happens without closed-loop control of 

magnets, Figure 21(a) [102] first shows the response of the 

ferrofluid to a single magnet that is switched on and left 

on. The simulation begins with a uniform ferrofluid con-

centration ( )C x y 0 1, , = . Ferrofluid flows down the energy 

surface U H
2

l=- v  (shown in panel a:i) and accumulates 

at the H
2v  maximum, collecting as closely as possible to 

the turned-on magnet. If all eight magnets were switched 

on and left on, the ferrofluid would collect at eight spots 

nearest to the eight magnets. This switching would create 

a transient hot spot at the center since fluid there would be 

removed last. However, creating such a “focus” by deplet-

ing ferrofluid everywhere else is not a viable in-vivo tar-

geting approach since blood flow would quickly wash 

away this remaining region of the ferrofluid. The control 

strategy illustrated next actively moves ferrofluid to the 

center target. 

Figure 21(b) illustrates the two-step “edge then move in” 

energy-shaping control algorithm. Again the simulation 

starts with ( )C x y 0 1, , = . Magnets are numbered 1–8, start-

ing with the rightmost magnet and proceeding counter-

clockwise. At time t 0= , the y-axis magnets (third and 

seventh) are turned on in the same direction with unit 

strength, which creates the highest magnetic field along 

the y-axis, and along this axis the field is greatest nearest 

the two activated magnets. The resulting magnetic energy 

surface is a saddle, as shown in panel b:i bottom. The fer-

rofluid, which is uniformly distributed at time zero, flows 
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FIGURE 21 Initial dynamic magnet control to focus ferrofluid to a center target on average [102]. (a) Constant actuation: ferrofluid concentration 

due to turning on the fifth (far left) magnet. (i) The magnetic energy surface U H
2

l=- v  is plotted along the z axis to show ferrofluid flowing 

downhill along the force directions F Ud=-  with the resulting averaged ferrofluid concentration shown by the coloring here and in subpanel 

(ii). (b) Dynamic focusing control: magnets are now turned on and off to direct ferrofluid to the center. The first five subpanels show ferrofluid 

concentration and magnetic actuation with the corresponding magnetic energy surfaces. Energy surfaces for the last four panels (not shown) 

are 90° flips of the panels shown. Coloring denotes ferrofluid concentration [the scale bar is the same as in (c)]. Switched-on magnets are 

marked by heavy black lines with weighted thick gray arrows and numbering showing magnet strength and orientation. A positive outward 

polarity corresponds to a counterclockwise electrical current. Thin pink arrows (normalized to unit length) show magnetic force directions that 

match the gradients of the magnetic energy surfaces (forces point down the surfaces). (c) The resulting time-averaged ferrofluid concentra-

tion. Note the on-average hot spot at the center. The movie is available online at www.controlofmems.umd.edu/movies/sim-distcontrol.mov.
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down this energy saddle, forms a transient hot spot at the 

center (where depletion is slowest), and collects near the 

two activated magnets (the resulting distribution is shown 

at time .t 3 9= ). 

After focusing the particles at the edges, there is the 

challenge of moving the ferrofluid from near the two y-axis 

magnets toward the center. To do so, at time t 4= , the eight 

magnets are switched to the values [ , . , , . ,u 1 0 3 0 0 3= + + -  

, . , , . ]1 0 3 0 0 3- - +  as shown in panel b:ii. The extra | . |0 3

values of magnets 2, 4, 6, and 8 create two locally unstable 

points (energy maxima) along the y-axis just outside the 

ferrofluid hot spots (see the force arrow sources in panel 

b:ii adjacent to magnets 3 and 7). This switching causes the 

ferrofluid to spill down the energy surface toward the 

center target. 

The ferrofluid continues to move in along the y-axis, but 

by 9t =  a significant amount of spreading out along the x 
direction, toward magnets 1 and 5, becomes apparent. This 

spreading is due to the modest negative curvature of the 

energy surface in the x direction at the location of the two 

ferrofluid hot spots (see the energy curvature underneath 

the black regions in panel b:iii). To combat this unfavorable 

curvature, magnets 2, 4, 6, and 8 are turned on to higher 

values (this switch from | 0.3 | to | 0.5 | happens smoothly 

from 8.9t =  up to 9.1t = ), flattening out the energy surface 

in x somewhat (panel b:iv) and limiting further spread in x 

while continuing to drive the fluid in along y. 

By 14.1t = , the ferrofluid hot spots have reached the 

center target but have spread out significantly along x. At 

this point, it is no longer feasible to continue effectively 

moving the hot spots to the center, so ferrofluid is refo-

cused next to magnets 1 and 5 by activating these two mag-

nets at 14t = , which concentrates the ferrofluid to the 

edges again. The move-to-center sequence then repeats, but 

now in the x direction: it places energy saddles outside the 

ferrofluid foci to drive them back in toward the center at 

20t = , flattening the energy surface in the y direction at 

25t =  to limit spreading in the y direction. The results, 

both in terms of ferrofluid concentration and the energy 

surfaces (not shown), are 90° flips of those already shown 

in the y direction. As this bring-to-edges then move-to-cen-

ter sequence repeats, the control scheme continually drives 

ferrofluid through the center to create a mild hot spot on 

average at the central target [as shown in panel (c)]. A 

tighter hot spot result is shown next and is achieved by 

phrasing and solving a quadratic optimization. 

Control Design by Semidefinite  

Quadratic Programming

Focusing of ferrofluid to the center is again achieved by 

first collecting ferrofluid to the edge of the domain, then 

moving it to the center with minimal spreading, and repeat-

ing this sequence multiple times to create a deep hot spot 

on average. The difference is that now the move-to-center 

stage is optimized by semidefinite quadratic programming 

[277], [278] instead of being chosen by intuition. The need 

for semidefinite quadratic programing arises naturally: the 

governing equations are quadratic in the magnetic actua-

tion [from (29) to (33) and (34)] and the matrices within the 

quadratic forms (35)–(37) can be indefinite. Also, one hot 

spot is moved to center at a time, as opposed to two at once 

as in Figure 21. This approach allows all eight magnets to 

coordinate to move and shape just one ferrofluid bolus, 

instead of having to symmetrically move in two spots at 

once, and enables a higher averaged concentration at 

the  target. As previously, the simulation begins with 

( )C x y 0 1, , = . The central target .r 0 2#v  is marked by the 

dashed blue circle in the first panel of Figure 22(a), and the 

goal is to choose magnet actuations to maximize the con-

centration of ferrofluid in this target area on-average: 

( / )max T1
T

0
# ( )C r t drdt, .

r .0 2#
v v

v
#

The first task is to focus the ferrofluid to the domain 

edge using magnet control. To do so, a single magnet is 

turned on with all others turned off and is left on until 99% 

of the ferrofluid has collected to within a 0.03 distance of 

the edge. The result of this first collection stage is shown in 

the first row (phase I) of Figure 22(a). 

The next task is to move the edge hot spot to the center 

with minimal spreading [195]. Define the location (center of 

mass) and the spread (covariance matrix) of the ferrofluid by 

 ( ) ( )r t rC r t dr, ,cm _
X

v v v v#  (30)

 ( ) ( ) ( ) ( )t r r t r r t C r t dr,cm cm
T_R - -

X
v v v v v v^ ^h h#  (31)

where ( )r x y,=v , { }r 1#X = v  is the circular domain, and, 

as before, ( )C r t,v  is the ferrofluid concentration in space and 

time. The trace of the covariance matrix is used as a mea-

sure for the size of the ferrofluid spot. Since the move-to-

center step must be carried out with minimal spreading, 

but should also be completed as quickly as possible to min-

imize time-averaged ferrofluid concentrations outside the 

central target region, the optimization cost is defined as 

 ( )J t ttrace f fbR= +" ,  (32)

where t f  is the length of time it takes to complete the step, 

02b  is a constant, and the term t fb  penalizes the time 

taken to complete the move. The control task is to choose 

the magnet control currents ( ) [ ( ) ( ) ( )]u t u t u t u t, , ,1 2 8f=v  to 

minimize J under the constraints that the center of mass rcmv  

moves from edge to center and the magnet actuations 

remain bounded by u 12 #v . Here the 2-norm is used instead 

of the prior infinity norm ( u 1i #  for i 1 2 8, , ,f= ) because 

the 2-norm leads to a known quadratic program that can be 

solved by the methods in [100] and any actuation that lies 

within the unit sphere u 12 #v  also falls within the infin-

ity-norm unit cube u 1#3v . The optimization method 

below will be extended to directly handle the infinity norm 

in the future. 
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FIGURE 22 Quadratic programming optimization of ferrofluid focusing to a deep target on average. (a) The concentration of the ferrofluid 

in space for a sequence of times. The central target is marked by the dashed blue circle in the first panel. Phase I: Initial collection of the 

ferrofluid to the left edge. The action of the left turned-on magnet depletes ferrofluid from the domain interior and collects it at the edge, 

as shown by the three zooms in the second, third, and fourth panels. Phase II: Control of the ferrofluid to center with minimal spreading. 

Phase III: A waiting step, the ferrofluid begins to diffuse back out. Phase I again: Collection of the ferrofluid to a new edge location. Phases 

II and III were optimized individually while step I (the collection phase) has not been optimized yet. (b) The amount of ferrofluid inside the 

.r 0 2#v  target at each time. (c) The average concentration across two full cycles (across phases I, II, and III repeated twice). Notice the 

different color scale. The movie is available online at www.controlofmems.umd.edu/movies/opt-distcontrol.mov. 
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As for control of a single droplet (Figures 10 and 11), a 

mapping is constructed from magnet actuation to the 

 ferrofluid metrics—here from ( )u tv  to the time rate of change 

of ( )r tcmv  and the trace of ( )tR . Since the center of mass and 

covariance are linear functions of the ferrofluid concentra-

tion C by (30) and (31), and the magnetic field still appears 

quadratically in the ferrofluid dynamics and depends lin-

early on the magnet actuations [(29) and the eight magnet 

analog of (6)], the map ( ) [ ]u t cm7 ( / )( , )d dt r trace Rv v  is qua-

dratic in uv . Substituting this map into the cost J , nondimen-

sionalizing, working through the integrals and transforming 

variables, leads to a quadratic program [195] 

 ( )min tWTp p
p

v v  (33)

 ( ) ( ) ( )/t t r r r rsubject to: Q QT
x

T
y

T
i f i fp p p p = - -v vv v v v v v8 B

 (34)

where the ferrofluid is constrained to move from its initial 

edge location riv  to the final center target r fv  along a straight 

line. The *pv  that achieves this motion with minimal spread-

ing is rescaled to yield the magnet control /u* * *p p=v v v  

that creates this motion as fast as possible but still meets 

the magnet actuation u 1#v  constraints. The matrices W , 

Qx , and Qy  are given by 

 [ ( )] ( ) [ ( )] ( )t x x t r y y t r C r t dr,W P Pcm x cm y= - + -
X

v v v v^ ^ ^h h h#

 2
2Pe I
b

W W
+ +; E  (35)

 ( ) ( )t r C r t dr,Q Px xW=
X

v v v^ h#  (36)

 ( ) ( )t r C r t dr,Q Py yW=
X

v v v^ h#  (37)

where ( )r x y,cm cm cm=v , I  denotes a 2 2#  identity matrix, and 

( / )xP H Hx
T2 2= ^ h, ( / )yP H Hy

T2 2= ^ h where the H  matrix 

is defined via ( )( )H r t r u t, H=v v v v^ h  and each of its eight col-

umns contains the magnetic field created by a single 

magnet turned on with unit strength. Generally, the Qx  

and Qy  matrices are indefinite while the W  matrix 

remained positive definite throughout the move-to-center 

step in Figure 22, but W  can become indefinite if b  is not 

chosen large enough. 

Equations (33) and (34) depend on the current ferrofluid 

concentration ( )C r t,v  and are solved by semidefinite quadratic 

programming at each time to yield a closed-loop control. Each 

such quadratic programming solution takes 0.15–0.2 s on a 

desktop computer. Similar to the single droplet case [(8)–(14) 

and Figures 9–11], it can be guaranteed that a global optimum 

is attained for (33)–(37) at each moment. However, since these 

equations phrase an optimization task that is local in time (the 

magnet control is optimized for each instantaneous ferrofluid 

distribution without any knowledge of future ferrofluid 

behavior), there is as yet no guarantee of optimality over a 

finite time interval. Figure 22(a), second row (phase II), shows 

the optimized motion of the ferrofluid from edge to center. 

Once the ferrofluid has been delivered to the center, it 

begins to diffuse away. By Earnshaw’s theorem (see 

“Samuel Earnshaw’s 1839 Theorem”) there is no way to 

actuate the magnets so that all the magnetic forces would 

point into the center to create a stable trap and prevent out-

ward diffusion. Instead, the magnets are simply turned off 

for a wait time TIII . The ferrofluid diffusion during this 

stage is shown by the third row (phase III) in Figure 22(a). 

This wait time TIII  is optimally chosen to be short enough 

so that not all the ferrofluid diffuses away from the center, 

but long enough so that the duration of the wait step, which 

creates the on-average high concentration at the center, is 

long compared to the collect (phase I) and move-to-center 

(phase II) steps. 

After the hot spot at the center has diminished, phase III 

ends, and the sequence repeats again. Now ferrofluid is col-

lected to a new location at the edge of the domain (fourth 

and last row in Figure 22(a), phase I again), is again moved 

with minimal spreading to the center (not shown), and 

there is another waiting period (also not shown). Choosing 

a new edge region at each cycle prevents high on-average 

ferrofluid concentration at any single edge location. 

Figure  22(b) shows the amount of ferrofluid within the 

.r 0 2#v  target at each time. Panel c shows the time-aver-

aged ferrofluid concentration. Compared to Figure 21, there 

is a bright hot spot at the center with only modest on-aver-

age ferrofluid concentration at the domain edges. In a 

patient, this would correspond to a high concentration at 

the deep tumor, modest concentration at locations under-

neath the skin, and low concentrations in the rest of the 

body. Also in a patient, in addition to diffusion, blood flow 

in major vessels would act to partially wash away ferrofluid 

from the center and so the phase III wait step must be aug-

mented by active feedback control that will continuously 

correct for the disturbing effects of patient blood flow. 

Emerging Capabilities for Real-Time  

In-Vivo Ferrofluid Sensing

MRI can be used to sense magnetic nanoparticles inside 

patients [87]. Accumulations of magnetic particles disrupt 

the MR signal and show up as lighter regions that are 

marked by the two white arrows in Figure 13(a) (these 

regions are hard to see for the uninitiated but are clear to 

a radiologist). However, current MR imaging is too slow to 

sense ferrofluid distributions in real time, as is necessary 

for closed-loop feedback control. Depending on the size of 

the region of the body to be imaged and the desired reso-

lution, MR scans take between half an hour to a couple of 

hours [30], [242]. The speed of MR scanning is limited by 

the magnetic field gradient rise-time (known as the slew 

rate and measured in tesla per meter per second). To date, 

the fastest MRI slew rate has been 400 T/m/s [279]. MRI 

slew rates have been limited by safety regulations that are 
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concerned with preventing neural stimulation bioeffects; 

quickly changing magnetic fields create electric eddy 

 currents [196] that can stimulate nerve cells [280]. How-

ever, if the magnetic fields are changed much faster than 

the cells can respond, in microseconds (for example at 

120,000 T/m/s slew rates) by using pulsed-power technol-

ogy [281], then bioeffects can be bypassed as shown by 

Fricke and Weinberg [32]. This makes it feasible to con-

struct fast-MRI machines that could safely sense ferroflu-

ids in real time. 

As an alternate approach, nuclear imaging [282] has 

been used in patients for many years and is being 

improved for faster speed [283]–[286]. X-ray imaging [287], 

[288] is used to measure the real-time location of surgical 

tips in the Stereotaxis system [Figure 2(a)] but has not been 

sensitive enough to measure nanoparticle distributions in 

animals [289], [290]. PET [291] is a technique that produces 

three-dimensional images of the distribution of radioac-

tive (tracer) particles inside the body. Through a number 

of biomechanisms, such as by glucose uptake and subse-

quent phosphorylation that is elevated in rapidly growing 

malignant tumors [33], the radioactive tracers are designed 

to be taken up predominantly by tumors and the gamma 

rays they emit are then detected and localized by external 

gamma cameras [292]–[296]. Magnetic nanoparticles have 

been made radioactive by addition of the same carbon-11 

( )C11 , nitrogen-13 ( )N13 , oxygen-15 ( )O15 , and fluorine-18 

( )F18  elements approved for and most commonly used 

during PET scanning in patients [37], [297], [298]. Further, 

there are efforts underway to improve the sensitivity and 

speed of gamma cameras [292], [299]–[301], which could 

enable the real-time sensing of radioactive ferrofluids. 

Radioactivity could be used only as a ferrofluid sensing 

modality, or, if the degree of ferrofluid control to tumors is 

sufficient, the nanoparticles could be made sufficiently 

radioactive to also treat tumors with radiation in addition 

to chemotherapy. 

Finally, a third emerging option, without the need for 

radioactivity, is magnetic particle imaging (MPI) [36], [39]–

[41], [210]. This sensing exploits the nonlinear magnetic 

response of magnetic nanoparticles under strong (2 3 T/m) 

magnetic field gradients [210]. Simply put, this technique 

first creates a magnetic field node point within the imaging 

location using two external “sensing” coils [36]. Then addi-

tional driving coils apply a time-varying magnetization to 

which particles near the node point will respond. Finally, 

two other sensing coils then interpret the particle magneti-

zation curves and determine the particle concentration at 

this node point. This technique has recently been shown to 

have sufficient temporal and spatial resolution to resolve 

particle concentrations in the beating heart of a mouse 

[210]. MPI is specifically designed for magnetic drug target-

ing; its goal is to locate and quantify magnetic nanoparticle 

concentrations in-vivo. However, since MPI exploits the 

nonlinear response of saturated versus unsaturated parti-

cles to locate them, and since such nonlinearities first begin 

at +0.15 T [302], [303], high fields are required deep inside 

the body to use MPI to sense magnetic nanoparticles with 

sufficient resolution. 

CONCLUSIONS

This article describes a range of results, from passive 

magnet design to optimal feedback control of a distributed 

ferrofluid. Representing magnetic forces as the gradient of 

a magnetic energy (F Ud=-v  with U H 2l=- v ) allowed 

design and demonstration, in animal experiments, of a 

simple open-loop two-magnet system to inject nanoparti-

cles into the inner ear. Then a petri-dish test bed was used 

to develop and test optimal closed-loop manipulation of a 

single ferrofluid droplet. The demonstrated algorithms 

exploited the quadratic dependence of the magnetic forces 

on control inputs while accounting for magnet time delays 

and spatial discontinuities in the optimal control. Addi-

tional modeling was carried out to understand and quan-

tify nanoparticle transport in-vivo, in and around a single 

blood vessel. All dimensional parameters were reduced to 

three essential nondimensional numbers, and ferrofluid 

behavior was mapped across the entire feasible drug deliv-

ery parameter space (Figure 16). The predictions matched 

all prior published magnetic drug delivery experiments, 

both in-vitro (bench top) and in-vivo (in animals and 

humans). The model was then extended to vessel distribu-

tions taken from autopsy data, which indicated that mag-

netic sweep may prove useful in better delivering 

chemotherapy to thousands of poorly vascularized meta-

static tumors that otherwise would not receive sufficient 

treatment. The magnetic sweep parameters were opti-

mized across one group of samples and then tested on a 

second independent group. Finally, for the long-term goal 

of focusing therapeutic nanoparticles to deep-tissue 

tumors, simulations and control designs were developed to 

drive a distributed ferrofluid to a deep target under the 

fundamental energy curvature constraints of Earnshaw’s 

theorem. 

As discussed in the introduction, magnetic drug target-

ing has already been demonstrated in animals and in 

human patients, but its utility has been limited to shallow 

targets [11], [25], [86], [121], [304]. The goal of our research is 

to improve magnetic targeting to allow it to better reach 

additional clinically relevant disease targets. Compared to 

control of inanimate engineering systems, control of mag-

netic nanoparticles inside a living person is messier, less 

certain, and will vary significantly from patient to patient. 

Even basic things such as the placement and geometry of 

the majority of blood vessels are unknown in individual 

patients, and will most likely remain unmeasurable for the 

foreseeable future (MR imaging can only visualize large 

vessels [225], [305], [306]). Moreover, many nanoparticle 

behaviors, such as particle transport in tissue and through 

vessel walls or nanoparticle uptake by the immune system, 
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require significantly more research before they are under-

stood on even a rudimentary level. 

The magnetic drug targeting community is composed 

mainly of nanofabricators, chemists, clinicians, and mag-

netism experts. This community is active with hundreds of 

people who are fabricating novel nanocarriers, designing 

magnet systems, and, most crucially, interacting with clini-

cians to identify new clinical opportunities for magnetic 

drug targeting. However, this community contains very 

few control researchers, and this is a good opportunity for 

the controls community. The end goal in magnetic target-

ing is to direct therapeutic particles to disease locations, 

and this is a controls task. 

To improve control of magnetic drug targeting requires a 

better interface between control theory and medicine. Med-

ical knowledge must be translated into mathematical 

models that can be used for magnet control design. This 

translation requires the immersion of control theorists in 

human anatomy courses, medical conferences, and animal 

experiments. Otherwise the created models will either be 

too simplistic or will include irrelevant complications. 

Parameters in the models must be identified, as much as 

possible, which must be performed by combining tissue 

and animal experiments with system identification tech-

niques. The effect of important parameters that cannot be 

identified, now or in the foreseeable future, must then be 

circumvented by clever control design. Since even a single 

rectangular magnet next to a tumor can already provide a 

benefit [Figure 2(b)], the question is how to use control 

theory to do better. Magnet designs must be optimized to 

enable deeper and stronger forces with smaller, cheaper, 

and less powerful magnets. Control algorithms must be 

designed for these magnets, based both on magnet physics 

and on incomplete and uncertain models for ferrofluid 

transport inside the body. These advances must then be 

extensively tested in animal experiments, before they can 

proceed to human trials and FDA approval, so as to reach 

patients. 
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