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Abstract— Heat conduction in an electronic device is commonly
modeled as a discretized thermal system (eg, finite element or
finite difference models) that typically uses large matrices for
solving complex problems. The large size of electronic-system
heat transfer models can be reduced using model reduction
methods and the resulting reduced-order models can yield
accurate results with far less computational costs. Electronic
devices are typically composed of components, like chips, printed
circuit boards, and heat sinks that are coupled together. There
are two ways of creating reduced-order models for devices that
have many coupled components. The first way is to create a
single reduced-order model of the entire device. The second
way is to interconnect reduced-order models of the components
that constitute the device. The second choice (which we call the
“reduce then interconnect” approach) allows the heat transfer
specialist to perform quick simulations of different architectures
of the device by using a library of reduced-order models of the
different components that make up the device. However, inter-
connecting reduced-order models in a straightforward manner
can result in unstable behavior. The purpose of this paper is
two-fold: creating reduced-order models of the components using
a Krylov subspace algorithm and interconnecting the reduced-
order models in a stable manner using concepts from control
theory. In this paper we explain the logic behind the “reduce then
interconnect” approach, formulate a control-theoretic method for
it, and finally exhibit the whole process numerically, by applying
it to an example heat conduction problem.

Index Terms— Electro-thermal analysis, heat conduction, in-
terconnecting reduced-order models, compact modeling, Krylov
model reduction.

I. INTRODUCTION

THERMAL management and design in electronic and
MEMS devices has assumed greater importance because

of the trend towards higher power densities and the continuous
miniaturization of electronic devices. In order to be able to cre-
ate good thermal models of electronic devices the designer has
to have a thorough understanding of the heat transfer modes of
the components of an electronic device. It is also necessary for
the designer to be able to efficiently and accurately compute
the impact of his design on the heat transfer properties of the
device.

A large volume of work exists with regards to understanding
the physics of heat transfer in electronic enclosures. Yang
[1] provides overviews of studies in the area of convection
heat transfer. Moffat and Ortega [2] and Peterson and Ortega
[3] have detailed discussions of applications involving natural
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convection in electronic enclosures. Larson and Viskanta [5]
determined that radiation heat transfer was orders of mag-
nitude larger than convection for 2 dimensional enclosures.
Although convection and radiation form a very important part
of the heat transfer processes in an electronic system, in this
paper we concentrate only on conduction. By itself, this is a
very important problem (as discussed in [6]). It is hoped that
the compact modeling ideas discussed in this paper can be
extended to convection and radiation.

The thermal properties of an electronic device are influ-
enced by a range of parameters like chip positions, cooling
channel shapes and their placement, and fan speed. In order
to effectively use a thermal model, a designer must be able
to search as much of the parameter space that influences the
operating regime of the device as possible. Finite element or
finite difference methods are common numerical procedures
in studying heat transfer problems in electronic devices [7],
[8]. Resistance models [9], eigenfunction related methods [10],
[11] and the deconvolution method [12] have also been applied
to the analysis of thermal networks. Such numerical schemes
create a discretized model that is an approximation of the
actual thermal problem. If the designer needs to guarantee
a high level of accuracy for this large parameter space, the
number of states in an FEM model has to be large. This
implies increased costs in terms of memory requirements and
computational time.

Thus, computational costs for electro-thermal design of
complex devices necessitate the development of compact mod-
eling efforts. Kreuger and Bar-Cohen [22] presented one of
the earliest compact modeling efforts in which a chip package
was modeled with a simplified resistor network that reduced
the mesh size and the computational time involved. Lasance
et al [23], formulated a simplified resistance network that
was independent of boundary conditions, while in [24], a
hierarchial compact modeling effort for chip packages was
developed. While this kind of approach reduces the com-
putational costs, it might not yield the detailed information
that a designer needs for electro-thermal design of a complex
device. What one needs are compact modeling methods that,
while retaining model accuracy, simultaneously reduces the
size of (the typically large) FEM models, thus reducing com-
putational costs. Across engineering fields, such techniques
have been termed as dynamic reduced-order modeling (or
just reduced-order modeling). There are various reduced-order
modeling techniques like balanced truncation [13], Krylov
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subspace methods [14] and proper orthogonal decomposition
[15]. These techniques have been succesfully demonstrated
to work in a wide range of engineering fields including
fluid dynamics [16], VLSI design [17], and control of fluid
flow [18]. They have also been proposed in the MEMS
and electronics packaging community [19],[20]. In [19], an
Arnoldi-based thermal network has been proposed that gives
very good results using a single reduced-order model for an
entire device. Our goal is to apply reduced-order modeling
methods to the conduction heat transfer problem. Fig.1 below
is a graphical comparison between different approaches to heat
transfer design.

     Components Circuit
Board

Finite Element Mesh

(a) Typical full-order model of an electro-thermal system: Com-
ponents are modeled with a finite element mesh. Large number of
nodes implies good accuracy, but high computational costs.

Individual component modeled as an RC element

(b) A commonly used reduced-order model: Modeling the system
as an RC network can minimize computation time, but the accuracy
achieved may not be sufficient for complex circuits.

Fig. 1. Typical methods that are used for modeling electro-thermal systems

This paper goes a step beyond the typical electro-thermal
compact modeling paradigm. When faced with a complex
device that is made up of many components, we contend
that the ability to plug and play with reduced-order models
of different components is an important tool in the hands of
the designer. The designer should have a library of reduced-
order models of different components that typically exist in a
device and be able to experiment with the placement of these
different components in order to optimize for heat dissipation.
In the next section we explain the need for this kind of ‘reduce

then interconnect’ approach to electro-thermal design. Keeping
this need in mind, in this paper we propose a technique to
interconnect the reduced-order models of different components
so as to reliably reproduce full device behavior.

The remainder of this paper is divided into the following
sections. Section II explains the logic and need behind the
‘reduce then interconnect’ approach that has been mentioned
above. Section III discusses the structure of state space models
that is derived from the FEM formulation of a conduction
problem; Sections IV discusses reduced-order models and, in
particular, the Krylov based reduction algorithm that we have
used in creating the reduced-order models that are discussed
in this paper; Section V discusses the approach that we use
in interconnecting the various reduced-order models so that
we can achieve accurate full system behavior; and finally,
in section VI, we discuss the results of our approach with
the help of numerical examples. In the rest of this paper, the
terms ‘system’ and ‘device’ are used interchangeably, with the
former being used in the mathematical portion of the text and
the latter being used otherwise. The same rule of usage holds
for the terms ‘subsystem’ and ‘component’. The abbreviations
FOM and ROM stand for Full-Order-Model and Reduced-
Order-Model respectively.

II. THE ‘REDUCE THEN INTERCONNECT’
APPROACH

For model reduction of electronic devices composed of
many connected components, there are two basic model reduc-
tion choices: a) connect the components and model reduce the
device or b) model reduce the components and then connect
the individual reduced models to get a reduced-order model
of the entire device. The second option is preferable to the
first. In the first option, a full (unreduced) finite element
model must be created and reduced each time to create
device models with different component architectures. In the
second option, we have a library of reduced-order component
models, and these components can be connected in different
ways to get computationally cheap device models for different
component architectures. We stress that the interconnection
format that we present (using the C matrix that is introduced
in section IV ) is an exact mathematical description of the
physical interconnection between components of the device.
Any given physical interconnection that might exist between
the components in terms of heat fluxes exchanged between
them, can be represented in the mathematical format that we
have in this paper. We focus on the reduce then connect
method: we create reduced-order component models that are
sufficiently rich to provide accurate results but are sufficiently
small to enable fast simulation of heat conduction in complex
devices. A central requirement in the above approach is that
it should indeed be possible to interconnect the reduced-
order component models in a stable and accurate manner.
Anderson[21] explains why a straightforward mathematical
representation of the physical interconnection of component
models can result in inaccurate or stable behavior. Here we
discuss a method to mathematically interconnect the reduced-
order component component models in such a way that the
resulting device models are stable and accurate.
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The amount of computational time that can be saved by
using the reduce then connect paradigm can be demonstrated
by a simple two dimensional example. Consider a device
made up of ten components. Suppose five of these components
have external heating sources, and the device temperature is
to be monitored at twenty junctions. If each component is
discretized into twenty by twenty nodes, then each compo-
nent will have 400 states, and the finite element model will
have 4000 states. Thus the mapping from the five external
heating sources q1, q2, q3, q4, and q5 to the twenty junction
temperatures T1, ,T20 will be a 4000 state model. On a PC,
such a model might take (say) 2 minutes of simulation time.

Suppose that we apply model reduction with the connect
then reduce paradigm. If this finite element description is
reduced to 100 states by model reduction techniques, then
the 4000 state mapping from the heating sources q1, q2, q3,
q4, and q5 to the junction temperatures T1, ,T20 is replaced
by a 100 state mapping that can be evaluated in (say) 5
seconds. This means that we can evaluate the relation from
the heating sources to the junction temperatures in 5 seconds
for one device architecture. However, if we want to examine a
different device architecture, i.e. if we wanted to connect the
ten components in a different geometry, then we would have to
recreate the reduced-order model. Since the initial creation of
the reduced-order model requires an evaluation of the original
finite element model, it would take us 2 minutes to evaluate
each new architecture.

Now, lets choose to use the ‘reduce then connect’ paradigm
instead. Assume that each 400 state component is replaced
by a 10 state reduced-order model. Each model has inputs
that will correspond to the fluxes and temperatures that it
will receive from the adjoining components and the models
for the five active components also have an input that cor-
responds to each of their external heating fluxes. Likewise,
each component has outputs that will supply its neighboring
components with temperature and heating fluxes that they need
as their boundary conditions. Now the ten components that
have 10 internal states each can be connected in different ways
to achieve reduced-order models with different architectures.
Each interconnected model will have 100 states and will
evaluate in 5 seconds. In the reduce then connect paradigm,
once a library of reduced-order models has been created, the
designer can examine both different heating fluxes q1, q5
and different interconnection architectures, and can find the
resulting temperatures at the twenty junctions in seconds.

Though the second approach is more useful, a simple
interconnection of the reduced-order models in a state space
manner can lead to stability problems as discussed in section
V and in [21]. In section V, we will show that if we intend
to interconnect the model reduced subsystems, then we must
make sure that the model reduced subsystems are accurate
at the dominant frequencies of the interconnected system.
We describe a control theoretic approach to interconnecting
the reduced-order models of the components in a way that
replicates the behavior of the entire device in a stable and
accurate manner.

III. DISCRETE STATE SPACE MODEL

In order to apply Krylov model reduction techniques to
any given problem, it is first necessary to couch the problem
numerically in a state space format. In order to do this, we
first create a finite element formulation of the conduction
(diffusion) equation using the commercial software package
FEMLAB [25]. The state space model of an isolated com-
ponent can be extracted from this finite element model by
linearizing the problem around a nominal temperature (we
again use FEMLAB to create the state space model from the
finite element model). The governing equations of the state
space model are

Ax(t) + Eẋ(t) = Bu(t). (1)

T (t) = DT x(t). (2)

in which x(t) is the M x 1 vector of the discretized tempera-
ture modes at the various nodes of the mesh, and u(t) is the p x
1 vector of external heat inputs to the system (power dissipated
by the circuit, or flux received by the circuit). A and E are
the constant M x M stiffness and mass matrices respectively.
B is a constant M x p matrix that converts the external heat
inputs u(t) into an M x 1 input vector for the differential
equation governing the state vector x(t). For typical structures
of electronic systems, M is usually very large. T (t) represents
a set of n junction temperatures at specified locations. D maps
the M thermal modes to the n junction temperatures.

Assuming zero initial temperature offset x(0) = 0 (we can
include an initial temperature in the formulation below but it
does not change the basic results in this paper), and taking
the Laplace transform of Eqn.1, we get the frequency domain
formulation of the state space model as

Ax(s) + sEx(s) = Bu(s) (3)

in which x(s) and u(s) are the Laplace transforms of x(t) and
u(t). Hence, the Laplace transform from the heat input u(s)
to the junction temperatures T (s) is given by

T (s) = DT (A + sE)−1Bu(s) (4)

Equation (4) is the complete state space model of heat conduc-
tion in the component, which relates the heat inputs u(s) and
the junction temperatures T (s) in the frequency domain. The
frequency s, is basically, the speed of response of the system.
The higher frequency modes of the system die out quickly,
while the lower frequency modes are dominant and are mainly
responsible for the long term response of the system.

IV. REDUCED-ORDER MODELING OF AN
ISOLATED COMPONENT

In the reduce then connect paradigm that we explained in
section II, we discussed the utility of creating reduced-order
models of individual components before interconnecting them
to form a reduced-order model of the entire device. In this
section, we explain the procedure and give an algorithm [14]
for creating reduced-order models for an isolated component.
The reduced-order model for a given component can be
obtained by projecting the original linear dynamic system (1)-
(2) onto a smaller state-space of dimension m << M , by
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means of an M x m projection matrix U . Derivation of the
matrix U is a critical step in our paper and will be outlined
later in this section, but for now we assume that U is known.
The state variable x(t) can then be written as

x(t) = Ux̃(t). (5)

where x̃(t) is the state vector projected onto the reduced space.
Here x(t) , of dimension M is large and x̃(t), of dimension
m, is small. Substituting equation (5) into equation (1) and
multiplying by U T , a reduced-order model of the form

Ãx̃(t) + Ẽ ˙̃x(t) = B̃u(t). (6)

T (t) = D̃T x̃(t). (7)

is obtained, in which Ã, Ẽ, B̃ and D̃ are given by

Ã = UT AU, Ẽ = UT EU, B̃ = UT B, D̃ = UT D. (8)

Thus, the Laplace transform of the junction temperatures
given by the reduced-order model of the component is

T̃ (s) = D̃T (Ã + sẼ)−1B̃u(s). (9)

The projection matrix U must be chosen such that the input-
output mapping of the reduced-order model approximates the
input-output mapping of the unreduced model. In this paper,
model reduction (which is basically making an appropriate
choice of U ) is achieved with the help of a Krylov Subspace
Technique (KST) whose algorithm is explained below.

The basic idea behind KST is to create a reduced-order
model such that the first few terms in its power series
expansion, matches the first few terms in the power series
expansion of the original (full-order) transfer function. In
model reduction literature, the terms (or coefficients) in the
power series expansion are also known as moments [14]. The
moments are more rigorously defined as the value and sub-
sequent derivatives of the transfer function (given in equation
(4)) at s = σ , where σ is any particular frequency. In the
model reduction literature, σ is commonly referred to as an
interpolation point. The choice of σ depends on the relevant
frequencies of interest in the physical problem. There can
be multiple interpolation points in a typical model reduction
algorithm if there are multiple bands of frequency in which we
want the reduced-order model to match the full-order model.
Hence KSTs ensure that once the relevant frequencies of
interest are provided as inputs to the KST algorithm, the output
is a reduced-order model whose first few terms (again, the
number of terms is decided by the designer) in its power series
expansions around those chosen frequencies matches those of
the full-order model at and around those same frequencies
[14]. Mathematically, if the original system has the transfer
function G(s) and the reduced-order model has the transfer
function G̃(s), then KSTs provide a transformation matrix U ,
that transforms the original system to the reduced system in
such a way that the first j moments of the original system
G(s) match the first j moments of the reduced-order model
G̃(s). G(s) and G̃(s) will match better at those frequencies
which are near the interpolation points and will differ at other
frequencies (see Fig.2 below).
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Fig. 2. Comparison of full-order model (FOM) and reduced-order model
(ROM). They match at low frequencies because the interpolation points are in
the low frequency range. At higher frequencies, the moments (the coefficients
of the power series expansion of the transfer function) of the ROM and FOM
are no longer equal and hence the behavior of the models diverge. This means
that the ROM will match the FOM at low frequencies but not at higher
frequencies.

In particular, the KST algorithm we used in this paper is as
follows.

Algorithm 1: Krylov Subspace Reduction via Arnoldi [14]

initialize m = 0, U = [ ] (U is initialized as an empty matrix)
for k = 1 to K , (K is the total number of interpolation

points)
for jk = 1 to Jk (Jk is the number of moments to be

matched at the kth interpolation point)
if jk = 1 ,

ũm = (−A − σ(k)E)−1B else
ũm = (−A − σ(k)E)−1Eũm−1

end

ũm is the mth column of U .
σ(k) is the kth interpolation point.

Orthonormalize ũm with respect to all the previously
computed columns of U to get um

U = [U um]
m = m + 1

end
end

The transformation matrix U , is recursively built up by
appending newly computed columns um, in each step of the
loop. The newly added columns are orthonormalized with
respect to the previously computed columns before appending
them to the U matrix. Each subsequent column um (of the
matrix U ) contributes additional information about the system
behavior in the reduced model. The inputs to this algorithm
are the full-order model, the choice of interpolation points
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σ(k), and the number of moments Jk to be matched at that
interpolation point. The choice of the interpolation points
will dictate the frequency range in which the reduced-order
model is accurate. In the next section we will show that
with an appropriate choice of interpolation points, one can
in fact interconnect the reduced-order models of the various
components in a state space fashion and get an accurate model
of the entire device.

V. INTERCONNECTION OF REDUCED-ORDER
MODELS

In the previous section, we have demonstrated a Krylov
subspace technique for creating a reduced-order model for
each component. We assume the following notation for the
rest of this paper : the transfer function gj(s) of compo-
nent j represents the full-order (unreduced) function that
relates its inputs (heating from neighboring components and
heat source in component j) to its outputs (fluxes to the
neighbors adjacent to component j). The transfer function
g̃j(s) is the corresponding reduced-order transfer function.
The inputs of both, the reduced and unreduced models, are
the same. They represent the exact same heat inputs - both,
from the adjacent components as well as from their own
internal heat sources. The outputs, for the reduced as well
as the unreduced models, are exactly the same too. It is only
the internal mapping between the inputs and outputs of an
unreduced model of a component that changes in definition
(and size) when compared to the internal mapping of the
reduced model of the component (see equations (4) and
(9)). Let g1(s), g2(s), ..., gN (s) be the complete (unreduced)
transfer functions of the N subsystems of a system and let
g̃1(s), g̃2(s), ..., g̃N (s) be the reduced transfer functions of the
same subsystems. It is possible to represent the interconnection
between the subsystems in a state space format with the help of
a connection matrix C which has the following structure. Let
α be a vector containing a concatenated list of all possible
inputs from all subsystems and β be a concatenated list of
all possible outputs from all subsystems. Then the connection
matrix C depicts all the interconnections between the various
subsystems. The matrix C has element Cpq = 1 if the qth

output βq is connected to the pth input αp and Cpq = 0
otherwise. Physically, this means (referring to Fig.3 below)
that if the second output of component A which is (for
example) output 2 in the concatenated list of outputs β, is
connected to the first input of component B which is (for
example) input 3 in the concatenated list of inputs α, then
C32 = 1. If they were not connected then C32 = 0.

Since the matrix C is defined solely on the basis of the
interconnection of the inputs and outputs of the state space
model (whether reduced or unreduced) the matrix C remains
exactly the same whether we are dealing with the unreduced
model or the reduced model. Referring to Fig.3, we can see
that component A has 2 inputs and 3 outputs, component B
has 3 inputs and 2 outputs, and component Z has 1 input
and 2 outputs. Hence the concatenated list of outputs of all
components has 7 elements and the concatenated list of inputs
of all components has 6 elements. Hence the interconnection

A B

Z

Board

Typical output 

Typical input

Mesh
structure
of  the
finite element
model

Output of  component A is connected to the input of
component B. This connection can be a solder or a
high thermal conductivity wire. 

(a) This figure shows a physical interconnection structure between
components A,B, and Z. One of the outputs of component A is
connected to an input of component B. The components can also
be connected to the board, but this connection is not shown here
in order to avoid clutter. The input/output numbering is shown in
Fig.3(b), and the corresponding C matrix value is given in section
V.

   Inputs
1

2

3

4

5

6

1

3

4

5

6

7

2Transfer function  of
      Component A 

Transfer function  of
      Component B 

Transfer function  of
      Component Z 

The second output in the concatenated list of  all outputs is connected
             to the third input in the concatenated list of  inputs

Outputs

(b) In the transfer function format, this figure shows that an
output of A, the second in the concatenated list of outputs (of
all components) is connected to an input of B, the third in the
concatenated list of inputs. Hence the connection matrix C has
entry C32= 1. If they were not connected then entry C32 would
be 0.

Fig. 3. Physical connection that is modeled in the interconnection matrix C
and the corresponding block diagram representation.
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matrix C is a 6 × 7 matrix. To avoid clutter we have reduced
the number of inputs, outputs, and interconnections between
the components and we have also not explicitly shown the
fact that each of the components actually exchange heat with
(and hence is connected to) the board. In Fig.3, we have
shown a connection between components A and B - an output
of A (the second in the concatenated list of outputs of all
components) is connected to an input of B (the third in the
concatenated list of inputs of all components). Thus, element
C32 of matrix C has value 1 and all the other elements of
matrix C have value 0. Thus if we wish to represent the
interconnection between the components A,B, and Z in the
form of the interconnection matrix C for Fig 3(b), then

⎛
⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 1 0 0 0 0 0

C = 0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎠

It is straightforward to show that this interconnection
yields the complete system transfer function F (s) between
β (concatenated list of outputs of all components) and α
(concatenated list of inputs of all components) as

F (s) = G(s)[I − CG(s)]−1. (10)

where
G(s) = diag[g1(s), g2(s), ..., gN (s)]. (11)

with g1(s), g2(s), ..., gN (s) being the transfer functions of
the N subsystems that constitute the entire subsystem, G(s)
being the transfer function made by appending the transfer
functions g1(s), g2(s), ..., gN (s) block-diagonally, and β(s) =
F (s)α(s). Now, if we connect the N reduced subsystems
g̃1(s), g̃2(s), ..., g̃N (s) in the same manner we get

F̃ (s) = G̃(s)[I − CG̃(s)]−1. (12)

where
G̃(s) = diag[g̃1(s), g̃2(s), ..., g̃N (s)]. (13)

and β(s) = F̃ (s)α(s).
Even if the reduced and unreduced models of the individual

components match very well i.e., gj(s) ≈ g̃j(s), there is still
no guarantee that the unreduced and reduced models (F (s)
and F̃ (s) respectively in equations (10) and (12) above) of
the entire device will match. The reason is that if the errors
between gj(s) and g̃j(s) are large enough at the dominant
frequencies of the interconnected system, then these errors
will multiply (in the feedback sense) in equation (12) and the
interconnected system of reduced-order models might even be
unstable. Hence, if we intend to interconnect the reduced sub-
systems, then we must make sure that the reduced subsystems
are accurate at the dominant frequencies of the interconnected
system. The question of how accurate the reduced subsystems
must be, can in fact be specified in the form of a theorem.

This theorem relies largely on an application of the small
gain theorem that can be found in a standard controls textbook

[28]. Fig.4 aids in getting a better understanding of the basic
idea behind the small gain theorem.

Component A

Component B

Diminished output of  Component B
        Input of
     Component B

     Input of
 Component A

Magnified output of  Component A

( 10x )

( 0.2x )

Fig. 4. Components A and B are connected in a cyclical fashion. Component
A magnifies its input by 10 times in its output. Component B diminishes its
input by 5 times in its output.

Suppose we have a device that is made up of two com-
ponents that are connected in a cyclical fashion, i.e. each of
them has exactly one input and exactly one output, with the
output of the first component being connected to the input
of the second component and vice versa. Suppose the first
component amplifies it’s input signal 10 times in its output
and the second component diminishes its input signal by 5
times in its output. Then we can see that the composite device
(made up of the two components) doubles any signal in a
single cycle of the signal (a cycle is defined as a passage of
the signal exactly once through both the components). Thus,
the composite device made up of these two components is an
inherently unstable system because of the net magnification
of any signal that passes through it. The small gain theorem
extends the above example to a device made up of multiple
components that are connected to each other in an arbitrary
way. It turns out that the question of stability of the device
can in fact be answered for an input signal of any particular
frequency. The small gain theorem explicitly states a condition
(based on the transfer function of the individual components,
the input signal frequency, and the interconnection matrix C)
that decides whether or not the device is stable [28].

The theorem given below extends a previously derived
result [21] (which itself makes use of the small gain theorem).

Theorem: Assume the subsystems g1(s), g2(s), ..., gN (s)
are stable, that their full-order interconnection F (s) =
G(s)[I − CG(s)]−1 is stable, and the model reduced subsys-
tems g̃1(s), g̃2(s), ..., g̃N (s) are also stable (the components
in our model do have stable full-order and reduced-order
transfer functions and the interconnection of full-order transfer
functions is also stable). Then the connected system composed
of reduced sub-systems, F̃ (s) = G̃(s)[I − CG̃(s)]−1 is
guaranteed to be stable if

‖[I−CG(s)]−1CE(s)‖∞ = sup
Ω

‖[I−CG(iω)]‖2 < 1. (14)

where the supremum is over all frequencies Ω and E(s) =
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G(s) − G̃(s), where G(s) and G̃(s) are defined as diagonal
block matrices of subsystem and full-order and reduced-order
models respectively (as defined in equations (11) and (13)
respectively).

We are basically concerned about reducing the infinity norm
of the error between the full-order and reduced-order system,
i.e. we intend to minimize Ξ(s) = F (s) − F̃ (s). Now, it can
be shown by extending results in [21] that up to a first order
approximation

‖Ξ(s)‖∞ ≈ ‖U(s)E(s)V (s)‖∞,

U(s) ≈ Ũ(s), and

V (s) ≈ Ṽ (s). (15)

where
U(s) = G(s)[I − CG(s)]−1C + I, V (s) = [I − CG(s)]−1 ;
Ũ(s) = G̃(s)[I − CG̃(s)]−1C + I, Ṽ (s) = [I − CG̃(s)]−1

and
E(s) = G(s) − G̃(s).
Using the triangle inequality, we can show that

‖Ξ(s)‖∞ ≤
p=N∑
p=1

‖UIp(s)εp(s)VpJ (s)‖∞. (16)

where UIp(s) and VIp(s) denotes the Ipth block of U(s) and
V (s) respectively, and εp(s) = gp(s) − g̃p(s).

We can make use of the physics of the heat conduction
problem for decreasing the time taken for the construction
of the component reduced order models. The dominant poles
of the system are negative and close to zero. Hence, the
behavior of the full-order system is mainly determined by
these dominant poles and we do not need to evaluate the
full-order system’s behavior in the entire frequency range.
We only need to compute the dominant natural frequencies
of the entire system and ensure that the reduced-order models
of the subsystems are accurate in an appropriate dominant
frequency range ∆ (say, the low frequency range which is
spanned by the two most dominant poles of the system as
illustrated schematically in Fig.2).

Thus, we have to model reduce the sub-systems gk(s) in
such a way so as to keep ‖UIk(s)εk(s)VkJ (s)‖∆ (the error
in the dominant frequency range ∆) small for all k. Since
U(s) ≈ Ũ(s) and V (s) ≈ Ṽ (s), we can instead minimize
‖ŨIk(s)εk(s)ṼkJ (s)‖∆. In order to do this, we have to com-
pute the entire system’s frequency response, but this needs
to be done only once (even a rough estimate of the frequency
response of the entire system is enough). In fact, if the designer
has knowledge about the dominant frequencies for a particular
interconnection and if the arrangement of the components is
not drastically changed for the next design iteration, then the
dominant frequency range of the new interconnected system
will be approximately the same as that of the previous system.
In that case, the same set of reduced-order models of the
components of the system may be used and interconnected
with the new interconnection matrix (since the reduced-order
models have already been computed in such a way that their
interconnection yields an accurate behavior in the dominant
frequency range). In our trials with device architectures that

were not drastically different from each other we did observe a
good agreement between the reduced and unreduced models of
the device using just a single library of reduced-order models.
In the industry, the placement of components on a board are
primarily determined on the basis of VLSI design and hence
the range of architectures that a heat transfer specialist can
optimize over can be expected to be similar between different
devices.

In the model reduction literature, ensuring that the reduced-
order models are accurate at particular frequencies is termed as
‘frequency weighted model reduction’. According to Krylov
based frequency weighted model reduction theory [14], a
rule of thumb to ensure frequency weighting is by choosing
the interpolation points to be logarithmically spaced in the
dominant frequency range.

In summation, the algorithm that we used to perform model
reduction of the individual subsystems and interconnect the
reduced-order models is given below:

Algorithm 2 (Creation and stable interconnection of
reduced-order models):

1) Estimate the dominant natural frequencies of the complete
(unreduced) system and choose the dominant frequency
range ∆ of the system based on the spacing between the
eigenvalues of the system. Choose appropriate interpolation
points based on ∆.

2) Using the Krylov model reduction method of section
III, compute unweighted reduced-order models for each of
the N subsystems. Call these initial reduced-order models as
g̃0
1(s), g̃0

2(s), ...., g̃0
N (s).

3) Estimate Ũ(s) and Ṽ (s) (refer to equations (15)
and (16)), the model reduction projection matrices,
based on g̃0

1(s), g̃
0
2(s), ...., g̃

0
N (s), namely Ũ0(s) =

G̃0(s)[I−CG̃0(s)]−1+I and Ṽ 0(s) = G̃0(s)[I−CG̃0(s)]−1.

4) Find g̃1
1(s), g̃

1
2(s), ...., g̃

1
N (s) by solving the frequency

weighted Krylov subspace problem: min ‖Ũ0
Ikε(s)Ṽ 0

kJ‖∆

where the index k runs from 1 to N and εk(s) is the
error transfer function between gk(s) and g̃k(s). Frequency
weighting in the Krylov subspace method is done by
choosing appropriate interpolation points to lie in the required
frequency range. The initial choice of interpolation points
is arbitrarily chosen in the dominant frequency range,
but in order to find the minimum of the norm in this
step, we have to vary the choice of interpolation points in
the dominant frequency range so that the minimum is reached.

5) Repeat steps 3 and 4 until an acceptable set of reduced
subsystems is found.

In brief, the above algorithm first estimates the dominant
frequency range of the complete system, computes initial (un-
weighted) reduced-order models for each component and then
iteratively refines these reduced-order models by solving the
minimization problem mentioned in step 4 of the algorithm.
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In each iteration of the algorithm, we add interpolation points
for each component’s reduced-order model (as mentioned
before, one interpolation point in each logarithmic decade
of the desired frequency range). A stopping criterion for the
reduced-order model can be applied by requiring that the total
error between the full-order and reduced-order system is less
than a given required value. In our simulations, we needed 4
iterations for satisfactory results.

In the next section, we apply the proposed frequency
weighted model reduction of the sub-systems and their inter-
connection mentioned above to numerical examples that have
conduction heat transfer.

VI. NUMERICAL EXAMPLES

In Fig.6 and Fig.7 below, we demonstrate some results for
model reduction of the heat conduction problem for a single
component. The Krylov subspace algorithm (Algorithm 1) was
used to create the reduced-order models for the components
shown in Fig.5. They demonstrate the efficacy of algorithm 1
in reducing the number of states without losing accuracy.

Q1

Q2

Q3

COMPONENT 1 (Temperature plots shown in Fig.6)

COMPONENT 2 (Temperature plots shown in Fig.7)

Q1

Q2

Q3

Heat sources 

Heat sources 

Fig. 5. Component geometries and heat sources for the reduced-order
modeling results shown in Fig.6 and Fig.7. For Components 1 and 2, Q1 =
1 ∗ 106 W/m3, Q2 = 3 ∗ 106 W/m3, Q3 = 2.5 ∗ 106 W/m3.

The partial differential equation describing heat conduction
is

∇ · (κ∇T ) + Q − ρCp
∂T

∂t
= 0. (17)

T and Q denote the temperature (in K) and the heat input
(in W/m3) respectively. The thermal conductivity κ, density
ρ, and the specific heat capacity Cp of each of the two systems
are constant throughout the system and have the same values
as silicon at 163 W/m.K , 2330 kg/m3, and 703 J/kg.K
respectively.

In Fig.6, we show full-order and reduced-order temperature
profiles for 3 heat sources (values mentioned in the Fig.5) on
a single rectangular component. The four boundaries of the
component are maintained at T = 300 K . The plots show

the absolute temperature plot of the component above the
nominal temperature of T = 300 K at the end of 3 s. They
were computed by calculating the temperature rises for equally
spaced mesh points of the component and interpolating for the
values between these points. The reduced-order model has 30
states and took 0.01 s to compute the temperature response
on a computer running 64-bit MATLAB on a 2.3 GHz AMD
Opteron processor. The full-order model has 1243 states and
took over 13 s to compute the temperature response.

Fig. 6. Comparison of reduced and full-order temperature plots of the
top (rectangular) component with the heat sources shown in Fig.5. The
temperature profiles are shown for the final time t = 3s.

In Fig.7, we show temperature profiles for an arbitrarily
shaped component having the same physical properties (sil-
icon) as those in the above example (Fig.5(a)). The shape
was chosen to demonstrate that there is no restriction on the
component geometry when we create its reduced-order model.
The boundaries of the component are thermally insulated. The
value of the heat inputs are shown in the figure. The reduced-
order model has 30 states and took 0.01 s to compute the
temperature response. The full-order model has 1803 states
and took over 49 s to compute the temperature response.

Fig. 7. Comparison of reduced and full-order temperature plots of the bottom
component in Fig.5. The temperature profiles are shown for the final time
t = 3 s.

For each of the two components shown in Fig.5, the number
of states were reduced from a full-order description of more
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than 1000 states to a reduced-order description of just 30
states. We computed the errors as the percentage difference
between the final and reduced model’s temperatures. We
defined the error as the percentage difference between the
temperatures computed by the FOM and ROM at a given point.
The maximum error in temperature profiles was found to be
below 1% for both the examples mentioned above.

We now demonstrate an example for model reduction done
on a system of 20 components connected to a board. The
reduced-order models for the complete system was done using
Algorithm 1 (for creating ROMs of individual components)
and Algorithm 2 (for creating a stable and accurate intercon-
nection of the component ROMs). For our example, we have
modeled a board with 20 components connected to it as shown
in Fig.6 below.

3

2

1 5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

204

The numbers in these components are those used in Table 1

5

Board

Magnified view
of  Component 5

Solder Regions for
Component 5

Fig. 8. Arrangement of the 20 components on the board. The components are
numbered, and the corresponding step heat inputs applied to the components
are mentioned in Table 1 below. The bold boundaries on components 3,6,10,
and 11 denote that each of those components have all 4 of their boundaries
kept at a constant temperature of 300 K.

There are 20 components on the board (shown above in
Fig.8). Each of the components exchanges heat with the
board and the only mode of heat transfer is conduction. Each
of the components are joined to the board by two solder
connections as shown in Fig.8 above. These solder connections
were a cluster of 5-6 nodes near the top and bottom edges
of each component. They model a conducting surface (like
thermal paste) that might be typically sandwiched between the
component and the board, but for this example we will term
this cluster as a “solder” connection. For an actual component,
the number of nodes in the cluster could be increased or
decreased as per the situation. This decision should be made
while building up the library of component ROMs (and before
interconnecting the components). Each cluster in the solder
region of the component exchanges heat with an adjacent
cluster in the solder region of the board. All the nodes in
each solder cluster of a component were modeled so as to
exchange the same heat flux with the solder cluster of the

adjacent component. This cluster is an idealization of a thermal
contact between a component and the board. The heat flux for
an entire cluster (solder contact) is modeled as just one input
in the state space format and this kind of contact between
the board and the component was captured as an input-output
relationship with the connection matrix C explained in Eqn.10.
This kind of interconnection between the components and the
board reduced the effective number of inputs to just two for
each component in addition to the source that generates heat
in the component (which amounts to 3 inputs per component).

Each of the idealized components as well as the board were
modeled as being made of silicon and having constant material
properties that were independent of temperature. The physical
properties of all the components and the board are the same as
silicon (as mentioned for the examples in Fig.5). Components
3,6,10 and 11 (labeled in Fig.8) have each of their 4 boundaries
at a constant temperature of 300 K . The boundaries of the
rest of the 16 components as well as the board, are thermally
insulated.

The interconnections between the components (subsystems)
were modeled in the following way. The value of the system
matrices A,B,E, and D (refer Eqn.1 and Eqn.2) for each of
the sub-systems was individually extracted from FEMLAB
(a finite element solver). Within FEMLAB, a linear time-
dependent solver was used for simulating this problem. Each
of the components was discretized with mesh sizes of the order
of around 1000 nodes per component. We extracted complete
state space models of each of the components with the inputs
being the heat fluxes into each component. The state space
matrices were obtained by linearizing the finite element model
around a nominal temperature of 300 K . Though we created
a reduced-order model for each component, we did not create
a reduced-order model for the board. The reason is that when
we initially connected the reduced-order model of the board
to the reduced-order model of the components, the whole
system’s temperature response showed an increased amount of
error (around 7%) in certain areas on the board. We consider
this to be a result of an inherent numerical limitation in the
Krylov subspace method (Algorithm 1), which to the best of
our knowledge has not yet been resolved. A good explanation
of this limitation can be found in [14]. Basically, in each inner
loop of Algorithm 1, we add more information about the full-
order model into the transformation matrix U , by appending
new columns um to U . Now, if there are many inputs in the
state space model (i.e. a B is a “fat” matrix, like in the state
space model of the board in our numerical example, which has
40 inputs, 2 from each component connected to it), the new
columns (um) that are added to U , in successive iterations of
the Krylov subspace algorithm (Algorithm 1) can, because of
limitations in computational accuracy, lie in the subspace of
the previously computed columns of U . This makes the matrix
U have less than full rank. When such a (less than full rank)
transformation matrix is used for reduced-order modeling, it
results in inaccurate reduced-order models.

Hence, we chose to connect the full-order model of the
board to the reduced-order model of the components and avoid
the above problem. We would like to stress that using a full-
order model of the board has a one time, fixed computational
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cost. It is basically the total number of components on the
board that influences the total number of states (and hence,
computational cost) in the interconnected system reduced
model. Specifically, in our example the full-order model of
the board has 1429 states and the full-order model of each of
the 20 components has around 1000 states and thus the full-
order model of the interconnected system has 23109 states.
The reduced-order model of each of the 20 components has
30 states. Thus even though, we connect the reduced-order
models of the components to the full-order model of the board,
the reduced-order model of the interconnected system has only
2029 states (20 x 30 + 1429). As the number of components
on the board increases, the difference between the number of
states in the FOM and ROM of the interconnected system will
roughly scale by the total number of components.

We connected the state space systems of the components on
MATLAB (with the connection matrix C) and computed the
dominant frequency range of the entire system. The dominant
eigenvalues were clustered in the 0-10 rad/s range (this is step
1 of Algorithm 2). We chose to have 3 interpolation points at
0.1 rad/s, 2 rad/s and 5 rad/s as the initial guesses for the
interpolation points (with 1 moment to be matched at each
interpolation point) and allowed them to vary in the dominant
frequency range as mentioned in Algorithm 2.

In our entire simulation, we required 4 iterations of Al-
gorithm 2 which took close to 40 minutes on a 2.3 GHz
AMD Opteron processor (with 64 bit MATLAB). The final
interpolation points were chosen as σ1 = 1 rad/s, σ2 = 10−1

rad/s, σ3 = 10−2 rad/s, σ4 = 10−3 rad/s, and σ5 = 10−4

rad/s. After the reduced-order models were computed, it took
less than 5 minutes to connect the reduced-order models of
the 20 components (and the full-order model of the board) to
form reduced-order models of the entire system. For ease of
notation, the step (heat) inputs that have been applied to the
components (labeled in Fig.8) have been denoted as follows :
qi = ui · 1(t − αi) which denotes that qi = 0 for t ≤ α, and
qi = ui for t > α. The heat inputs applied all 20 components
are listed in Table 1.

TABLE I

HEAT INPUTS APPLIED TO THE 20 COMPONENTS

Component ui (10−6 W/m3) αi (s)
1 9 1.2
2 2 1.5
3 7 2.2
4 6.4 0.9
5 8.8 1.3
6 4.3 1.3
7 8.1 1.4
8 5.6 2.7
9 7.7 0.4
10 5.0 2.2
11 8.4 2.4
12 7.7 0.8
13 4.9 0.9
14 8.5 0.3
15 6.2 0.9
16 8.9 0.4
17 9.7 0.04
18 3.6 0.1
19 9.1 0.4
20 7.0 0.6

The resulting temperature response at 4 points of the system
are shown in Fig.9 below. Each plot shows results for the full-
order as well as the reduced-order model. The plots for the
FOM and ROM response are indistinguishable because the
errors are very small.

In Fig.10, we have provided a plot of the temperature
profile for the entire system (components connected to the
board). Fig.10(a) and Fig.10(b) show the reduced-order plots
of the board and the components respectively. Fig.10(c) and
Fig.10(d) show the full-order plots of the board and the
components respectively. The plots of the temperature profile
for the 20 components are shown separately (below) the plot of
the temperature profile for the board, because the temperature
rise in the components is higher than that of the board. The
full-order model computations are very expensive (in terms
of memory involved), because of which we could not use the
“append” and “connect” commands in Matlab for creating the
interconnected system model. For the reduced-order models
we were able to use the “connect” and “append” commands
for creating the interconnected system model, and this required
340 MB memory (once again, this memory usage is largely
due to the full-order model of the board, which is being
connected to the reduced-order models of the 20 components).
For creating the interconnected system model with the full-
order systems, we had to make use of the sparse structure
of the system matrices (see Eqn.12 and Eqn.13), which are
mostly block diagonal except for the few off block-diagonal
terms corresponding to the solder connections. Due to this
sparse (and almost block diagonal) structure of the system
matrices, we were able to interconnect the individual state
space matrices of the components to that of the board without
using the “append” and “connect” commands. The plot was
created by computing the temperature for a few evenly spaced
points with the respective (full or reduced) order models in
MATLAB, and interpolating for the values in between.

For each of the components, we can see that most of the
component is at roughly the same temperature except for the
two solder regions near the top and bottom of the component
where the component exchanges heat flux with the component.
The solder regions are cooler than the rest of the component
because the heat flux flows out of the component and into the
board. In the temperature plots of the board, one can see the
regions that are supposed to be below the component have
a higher temperature then the surrounding. For the initial set
of 3 interpolation points (before Algorithm 2 was applied for
interconnecting the board to the components), the reduced-
order plots of the board temperature did not match that of
the full-order plot of the board. However, one can see that
in Fig.10 (after Algorithm 2 was used, and the number of
interpolation points for the component ROMs was increased
to 5), there is a very accurate match between the contours of
the hot spots on the board on the full-order model and the
contours on the reduced-order model. We computed the errors
as the percentage difference between the full and reduced
model’s temperatures. The maximum error of the temperature
response on various parts of the device was less than 1%. The
number of states for the entire device was reduced from an
original of around 23109 to 2029. In both, the full-order and
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(a) Temperature response of a point on Component 16.
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(b) Temperature response of a point on Component 1.
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(c) Temperature response of a point on Component 20.
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(d) Temperature response of a point on Component 4.

Fig. 9. Comparison between the full system and reduced system temperature
response of the system (components and the board)from t = 0s until t = 3s.

(a) Absolute temperature plot of the reduced-order model of the board as
shown in Fig.8. The complete system ROM (board + component) has 2029
states.

(b) Absolute temperature plot of the reduced-order model of the components.
The two “cold” spots on each component correspond to the solder region of
the component. The two solder regions of each component do not have any
direct heat source like the rest of the component (the component heat source
values are mentioned in Table 1), which is the reason why it is at a lower
temperature than the rest of the component.

(c) Absolute temperature plot of the full-order model of the board. The
complete system FOM (board + component) has 23109 states.

(d) Absolute temperature plot of the full-order model of the components.

Fig. 10. Comparison between the full system and reduced system temperature
profiles of the system (components and the board) at the end of 3s.The
components are shown separately from the board because the temperature
rise in the components are much larger than on the board.
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the reduced-order system, the board contributes 1429 elements.
In the reduced-order system, each of the components have only
got 30 states as compared to more than 1000 states in the full-
order model. Though there is a fixed cost in the number of
board elements, we can see that as the number of components
on the board increase, the savings in computational time and
memory are very significant in the reduced-order model of the
system when compared to the full-order model.

Table 2 presents a comparison of modeling techniques that
have been used for thermal simulation of microelectronic
components. In our simulations, the initial iterations - which
consists of computing the frequency weighted reduced-order
model for all the components - took 40 minutes. The con-
nection of the reduced-order models of the components took
less than 5 minutes, and after that, computing the temperature
responses took 55 seconds. Hence, the temperature distribution
for new system architectures can be computed in 5 min 55
seconds. For the connection structure in our problem, the error
was less than 1% as compared to the full-order system. The
main advantage of our models is that we can interconnect
many reduced-order models instead of having to compute a
reduced-order model of the entire system for each different
component layout.

TABLE II

COMPARISON OF MODEL REDUCTION TECHNIQUES

Modeling
method

FOM/ROM
number of
elements
(physical
problem)

ROM run
time

Error
(com-
pared
to)

Recreate
device
ROM
from
ground
up ?

Resistor
modeling
[9]:

ROM:2171
(9
components;
12 varying
heat sources)

25 min < 7%
(AN-
SYS)

YES

Pade
approx-
imation
[29]

ROM:2375
(Voltage
Regulator)

240s (as
compared
to 3110 s
for FOM)

Almost
exact
(FOM)

YES

Arnoldi
based
single
ROM [19]

FOM:30000
ROM:85 (17
components
on a board)

10 min < 1%
(FOM)

YES

Algorithm
2 of this
paper

FOM:23109
ROM:2029
(20
components
on a board)

< 1 min
after the
initial inter-
connection
of the
system

< 1%
(FOM)

NO (refer
to the dis-
cussion
in section
VII)

VII. DISCUSSION

In this paper we have been able to successfully demonstrate
the use of an efficient Krylov subspace method to create
reduced-order models of different components of a thermal
conduction network of an electronic device. We also described
a method of assembling various such reduced-order models in
order to accurately compute the entire system behavior. The
size of the system in the numerical example was reduced from
23109 states to approximately 2029 states, which reduced the
time for the simulation to less than 1 minute (once the initial

iterations for computing the frequency weighted reduced-order
models of the components have been completed). A designer
can use the method that we propose in this paper to create a
library of reduced-order component models and then connect
them together to achieve reduced-order system models.

The mathematical format for interconnection that we pre-
sented in this paper can be effectively applied to model any
kind of physical interconnection between components. In a
finite element package like ANSYS or FEMLAB, the kind of
reduced-order results described in this paper can be offered
as an option to the designer. Once the designer has modeled
a particular component of the device, he or she can store the
reduced-order description of the component in a library along
with those of other components. The designer can then connect
that library of components to create cheap but accurate system
models.

The designer would find it convenient if there was a
GUI incorporated in the software that would help him or
her connect the (heat) inputs of a particular component to
those of another component, instead of having to manually
compute the interconnection matrix C. When faced with a
new interconnection structure, the designer should first check
whether the existing library contains component reduced-order
models that satisfy the stopping criterion in algorithm 2. If
it does meet the criterion, then the designer can use the
same library, else he or she can use the existing library as a
starting guess and use Algorithm 2 to compute new component
reduced-order models. In Algorithm 2, one also needs to
have an approximate idea of the dominant frequency range
of the system model for different interconnections. One can
potentially use a result from linear algebra to do this cheaply.
Briefly, the idea is that if one has access to the dominant
eigenvalues of the component reduced-order models that are
being interconnected, the system’s state space matrix Asystem

(which has only got a few known off block-diagonal terms
corresponding to the entries due to the solder joints) can be
treated as a perturbation of a matrix that is formed by block-
diagonally appending the component matrices, A i. Since we
only need a rough approximation of the dominant frequency
range, this can be computed by applying Gershgorin’s theorem
[30] to the block-diagonal matrices (A i, i = 1 to N ) in
order to get the range in which the dominant eigenvalues will
lie. Even a rough approximation of this range will suffice,
because when creating ROMs of the component, it is enough
to add interpolation points that are logarithmically spaced in
the dominant frequency range.

In some of our simulations, we have modified the inter-
connection structure slightly and observed that one can still
use the same library with accurate results, but there is still an
open question: how much we can modify the interconnection
structure without having to also modify the library of reduced-
order component models (see section V , which discusses how
the creation of component reduced-order models depends on
the interconnection matrix C)?

The final aim is to couple these kinds of conduction ROMS
to convection and radiation ROMs (convection can be model
reduced using proper orthogonal decomposition) and provide a
complete design capability for a heat transfer specialist using a
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similar ‘reduce-then-interconnect’ approach. We think that the
answers to the above two questions are important topics for
future research in order that designers apply model reduction
techniques to practical problems.
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