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1. Abstract
This paper presents a model that describes how liquid flow fills micro-fluidic components and networks. As an alternative to computational fluid dynamic (CFD) simulations, we use a constrained energy minimization approach. This approach is based on two assumptions that hold in many micro-fluidic devices: i) The length scales are small, and we consider slow filling rates, hence fluid momentum and viscous terms are small compared to surface tension forces, consequently the liquid/gas interfaces can be viewed as a succession of quasi-steady equilibrium configurations. ii) Any equilibrium configuration corresponds to a surface tension energy minima which is constrained by the device shape and the volume of liquid in the device. The model is developed for planar micro-fluidic devices, is based on a fundamental physical principle, and shows accurate agreement with experimental data. It takes us only a few minutes to evaluate the model for a planar component of any shape, and this is significantly less than the computer run time required for CFD simulations. Moreover, once a library of component models has been created (which takes less than an hour of computer time) it then takes only seconds to simulate different network architectures with thousands of components. This fast ‘reconfigure the network and simulate in seconds’ capability is essential for the design of truly complex networks that will enable the next generation of passive, micro-fluidic, lab-on-a-chip systems.

2. Introduction
Soft lithography and polymer fabrication techniques [1-9] are well suited to the goal of creating low-cost, disposable, passive (no electrical power and no moving parts) micro-fluidic lab-on-a-chip systems. Passive systems typically rely upon the balance of surface tension and fluid pressure forces to perform their function. In particular, it is possible to exploit surface tension forces to create passive micro-fluidic valves and metering systems [10-12]. As a liquid fills any given component, the geometry of the component will cause the advancing liquid/gas interface to undergo a variety of shapes. Different shapes will create different pressures that will oppose or aid the liquid in filling that component. By intelligently designing the shape of a variety of components, it is possible to create sequenced valves: as the pressure is increased, component A will allow liquid to pass through before component B but only after component C. Such surface tension valves can then be used to make passive metering systems: an injected fluid will proceed along channel 1 until it encounters a strong surface tension valve at point 3, then point 2 (behind point 3) will break and the remaining liquid in channel 1 will be siphoned off to a waste chamber leaving behind a precisely metered volume in channel 1. Since it is possible to include passive (no electrical power) pressure actuators in micro-fluidic chips, for example by osmotic pressure [13], by pressurized air reservoirs [14], or by thumb actuated vials, the surface tension passive
valves and metering systems enable a wide array of behavior in a low-cost, disposable chip that
does not require electrical power.

For real-world applications, the ultimate goal is to design and fabricate passive networks with
many thousands of components to allow a tremendous amount of functionality in a single chip. It
is possible to approach this chip design task in one of two ways: i) single components can be
designed and characterized based on experiments and then the networks can be designed ‘by
hand’ or ii) models can be created that describe the link between component geometry and filling
behavior and then the networks can be designed using mathematical analysis and optimization
tools. The first approach works well for small networks but it rapidly becomes impractical as the
number of components increases: in our past research we have found that even a ten component
network is beyond the limits of a ‘by hand’ design [15]. The second approach can, in principle,
allow the design of networks with numerous components: in electrical engineering, the SPICE
software package aids in the analysis and design of circuits with hundreds of thousands of
components [16]. However, for this approach to work, there must exist computationally fast and
accurate models of fluid filling in individual micro-fluidic components. This paper develops such
models, validates them against experiments, and validates their use in the prediction of fluid
filling in a small network. It is also demonstrates that the approach can simulate networks with
thousands of components in second of computer run time. (The energy minimization approach
also works for cases where the flow is being driven by electrical, as opposed to pressure, forces
[17, 18]. This scenario is appropriate for chips with no moving parts but with electrical power.)

The paper is divided into three main sections: device fabrication and experimental methods, the
energy based fluid filling modeling, and a comparison between theory and experiment.

Section 3 describes the fabrication technique: we use a plotter to cut patterns into sheets of vinyl
and then we sandwich the vinyl sheets between Plexiglas and scotch taper layers to create planar
devices. The approach is easy to use and inexpensive, and is similar to the one described in [19].
Section 3 also provides a characterization of the device roughness and geometry variations and it
describes the experimental methods we use to fill the devices with liquid. The plotter fabrication
technology has been chosen for two basic reasons. First, it provides a fast fabrication time (on
the order of one hour), and this has allowed us to test the agreement between experiments and
theory for a large variety of component shapes. Second, we intentionally chose a fabrication
 technique that creates components with a moderate degree of surface roughness and geometry
variations (see Section 3.2). Since we have shown that our modeling approach works for such
devices, it is likely that it will also work for devices with tighter engineering tolerances. We also
note that there are a variety of other appropriate, low-cost fabrication techniques available, see
for example [1-9].

The modeling energy minimization framework is presented in Section 4. It relies on two central
notions: first, the device length scales are sufficiently small and the fluid fills sufficiently slowly
that fluid momentum and viscous effects are negligible; and second, the resulting quasi-steady
equilibrium fluid states correspond to surface tension energy minima. Sections 4.1 and 4.2
describe the assumptions and the basic modeling approach. Section 4.3 transforms the energy
minimization from a 3-dimensional problem to a 2-dimensional optimization appropriate for
planar devices. Modeling results for single components are shown and discussed in Sections 4.4 and 4.5: the results are ordered from the simplest to the most complex component shapes. Each component model can be solved in minutes and provides two key results: the succession of liquid/gas interfaces that will fill that component, and the (minimal, equilibrium) energy of each shape that is referenced to the corresponding volume of liquid in the component. From a network point of view, each component is completely characterized by the resulting ‘energy versus volume’ curve, so, once a library of component models has been created, it is possible to reconfigure and solve network models using these $E(V)$ curves in seconds of computer run time. In Section 4.6, we show an example where we predict the filling of a network with 10,000 components in 7 seconds of computer simulation time.

Section 5 compares our theoretical modeling results with experimental data. We have fabricated a number of single component and small networks micro-fluidic devices to validate our modeling approach. Large networks are beyond the capability of our current fabrication techniques: a comparison of theory and experiment for networks with thousands of components will be addressed in future research.

Our modeling approach allows the fast simulation of multi-component networks because it focuses on a specific physical scenario (quasi-steady network filling on the micro scale) and because we have found a way of phrasing that scenario in a mathematically tractable fashion (as a two-step ‘component then network’ optimization problem). Surveys of approaches for simulation of more general two-phase fluid flow settings can be found in references [20-27]. The methods range from Volume-Of-Fluid (VOF) approaches, to explicit interface tracking schemes using marker particles and interpolations, to implicit Level-Set methods that represent the interfaces as the zero set of a higher dimensional function advected with the flow, and to particle model methods that represent the two fluids by a finite number of particles with interaction rules. Required simulation times vary, but typically, such methods solve a very large number of coupled nonlinear equations and require hours, or sometimes even days, of computer run time.

Model reduction is an alternate, and complementary, approach for creating fast models of two-phase flows. The idea here is to start with a first principles two-phase fluid flow simulation, and then to dramatically reduce the number of free variables in the simulation by projecting the governing equations onto a set of carefully chosen modes. If done successfully, this results in a dramatically faster model with only a small loss in simulation accuracy. There is a large body of research on model reduction techniques [28-38], and there are many successful demonstrations of model reduction techniques applied to fluid dynamics problems, both for micro- and macro-scale scenarios [39-42].

There also exist modeling results focused specifically on flow filling in micro-fluidic devices. Puntambekar et al. [12, 14] present a finite element CFDRC (CFD research corporation, Huntsville, Alabama, USA) model of flow filling in passive valves. Tseng et al. [43] present CFD models for fluid filling of reservoirs which they compare with their experiments. Przekwas et al. [44] present a CFD computational methodology for describing flow in micro-fluidic devices with free surfaces. And Kim et al. [45] show experiments and CFD results using channel
3. Description of the Planar Micro-Fluidic Devices

This section describes how the micro fluidic devices are created (Section 3.1), provides the results of microscope and optical profile characterizations of the geometry variations and surface roughness of the devices (Section 3.2), and describes the experimental methods used to fill the devices with liquid and to measure the resulting liquid/gas interfaces (Section 3.3 and 3.4). The results of the filling experiments are compared with the theory of Section 4 in Section 5.

3.1. Fabrication of the planar micro-fluidic devices

The planar micro-fluidic devices are fabricated using three basic components: a vinyl layer with material removed to create micro-channels, a Plexiglas backing with inlet and outlet holes for the fluid, and an adhesive tape covering layer. These components are assembled in a sandwich format as shown in Figure 1. The overall approach is similar to the one outlined in [19].

![Figure 1: Schematic of sandwich of layers in the micro-fluidic devices.](image)

The fabrication begins by creating the channel design for the middle layer of the sandwich that is a 70 micron thin vinyl film (Oracle Economy distributed by SignWarehouse). The vinyl has adhesive on one side and is lightly adhered to a silicone-coated paper from which it is easily removed. Once the micro-channel design is drawn in a Windows application called SignGo (by Wissen UK Inc.), it is transferred to a vinyl cutter (12" Vinyl Express LYNX™ Desktop, distributed by SignWarehouse). The cutter has accurate control, which allows lines, circles, and arcs to be cut smoothly into the vinyl.

By controlling the cut speed, the blade cutting angle (choices are 30°, 45°, and 60°), and by adjusting the force on the blade, the cutter can cut materials with a maximum thickness of 0.03 inches (0.762mm). Plotter motions are accurate within a few microns, but are limited to x and y
changes of 30 microns by the resolution of the SignGo software. To guarantee a high quality cut, the blade has to be changed regularly to limit the effects of blade abrasion.

After finishing the cutting process, the interior area of the channels must be peeled off (Figure 2a-b). Next, the vinyl must be attached with the adhesive side on a piece of Plexiglas (polymethylmethacrylate PMMA). The Plexiglas (2mm thick) has the same size as the vinyl layer and contains pre-drilled holes (diameter ~2mm) for fluid injection and outlet. The application tape is used to transfer the channels to the Plexiglas without damage. This is done as follows: the application tape is attached to the vinyl, then the tape and the vinyl are gently pulled off from the vinyl base paper and attached to the Plexiglas (Figure 2c-e). Once the vinyl is on the Plexiglas, the application tape is removed and an adhesive tape (Scotch Packaging) is used to seal the channels from the opposite side (Figure 2f). When attaching the vinyl to the Plexiglas, step e in Figure 2, embedded air bubbles between the layers must be removed with a squeegee.

Figure 2: Assembly of the device; a) channel design is cut in vinyl; b) vinyl is peeled off; c)-e) transfer of the channel to the Plexiglas by use of an application tape; f) channel is sealed with an adhesive tape.

This technique of fabrication enables a production of low-cost micro-fluidic devices (Figure 3) in less then two hours. It is possible to create straight channels with a minimum width of 30 microns (this dimension is a limitation of the resolution due to the SignGo software), and also channels with curves and sharp bends with radius of curvatures down to 60 microns. The sidewalls of the channels show a roughness of about 4 µm caused by the razor blade cutting action and blade tracking control inaccuracies. The channel depth depends on the thickness of the vinyl layer. Currently, the available thicknesses range between 50 and 70 microns.
Figure 3: An example micro-fluidic device. The channels have a width of 500 millimeters and a depth of seventy microns. The diameter of the inlet ports is two millimeters.

3.2. Characterization of device geometry and surface roughness

The surface roughness of a sample channel was measured with a Veeco Wyko NT 3000 Optical Profiler and analyzed with Wyko Vision 32 Version 2.210 software. The average channel cross-section was measured to be 449 ± 8 µm by 69 ± 1 µm. The sidewall surface roughness was difficult to measure. Estimates were obtained from images taken with a Nikon Eclipse ME600 microscope. Features from three different regions and three different depths of focus (nine images total) were measured and averaged. Figure 4 displays a top view of the open microfluidic channel with a 75 µm defect on the left channel wall. This defect is a result of plotter settings during channel fabrication. The roughness of the side channels was calculated with the exclusion of this defect. Table 1 summarizes the measurements.

Figure 4: Side view of a 449 mm wide open microfluidic channel with a 75 mm defect on the left channel wall. The roughness of the side channels was calculated with the exclusion of this defect.
### Table 1: Summary of surface roughness measurements of a sample polymer microfluidic channel. Here: Ra = Average Roughness, Rq = Root Mean Square Roughness, Rz = Average Maximum Height of Profile, and Rt = Maximum Peak to Peak Height.

<table>
<thead>
<tr>
<th>Substrate (Floor)</th>
<th>Ra (nm)</th>
<th>Rq (nm)</th>
<th>Rz (µm)</th>
<th>Rt (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Substrate (Floor)</td>
<td>73.21</td>
<td>163.64</td>
<td>4.27</td>
<td>5.000</td>
</tr>
<tr>
<td>Adhesive (Ceiling)</td>
<td>207.44</td>
<td>291.24</td>
<td>7.8</td>
<td>13.15</td>
</tr>
<tr>
<td>Channel Sidewalls</td>
<td>4200</td>
<td>5300</td>
<td>7</td>
<td>15</td>
</tr>
</tbody>
</table>

#### 3.3. Experimental methods for filling the micro-fluidic devices

The Plexiglas and vinyl materials are mildly hydrophilic with respect to water, and so the channels/networks fill themselves under the influence of capillary forces. In order to fill the channels in this way, the water is injected into the holes of the Plexiglas which serve as fluid reservoirs. After the fluid comes in contact with the bottom layer of the device it slowly creeps along the walls of the channels towards the exit. Typically, we use red food color (Mc Cormick), whose main ingredients are water, propylene glycol and a red dye to visualize the liquid and to see the progressing liquid/gas fronts in the devices. A camera records the motion of the colored fluid for subsequent analysis and interpretation.

Before first using the device, it is important to remove all dust particles in the channels which deposit during fabrication. The cleaning proceeds by flushing the channels with ethanol using a vacuum pump and waiting until the channels are dry. Each device can be used multiple times, but it is necessary to clean the device with ethanol after each use.

#### 3.4. Experimental methods for measuring liquid/gas interfaces in the devices

Liquid/gas interfaces are measured using a CCD Camera (Digital Camera Vision Components Ettlingen, Germany) with an integrated DSP (Digital Signal Processor), see Figure 5. The DSP is dedicated to Image Processing and to transferring the pixilated image data from the camera to the host computer. The camera is mounted on a Bausch & Lomb microscope with a magnification of 60 (objectives: 3X, 20X). Using a Video Converter (StarTech.com) and an external USB TV turner (AverMedia) the experiment images can be recorded as AVI files. These AVI files are imported into Matlab and are processed using the image processing toolbox to find the location and shape of the liquid/gas interfaces.
To find the (effective planar) surface tension coefficient for the devices, when filled with water or with any other liquid, we compare the liquid/gas filling fronts in a simple channel experiment with the minimum energy model of Section 4. This technique selects the surface tension coefficient of equation (3) that best fits the experimental data. This process is carried out one time for each type of fluid (the same solid materials are used for all our devices). This comparison method is equivalent to directly measuring the contact angle but it is more accurate and it directly provides the single unknown material dependent coefficient that is necessary for our modeling.

4. The Energy Based Component Filling Modeling Framework

Our modeling goal is to find the shape of the liquid/gas interfaces as the liquid fills planar, single or multiple, components with arbitrary geometries. Further, we desire a model that is sufficiently accurate to enable engineering analysis and design but that evaluates adequately fast to enable the simulation of thousands of coupled components – our end goal is to simulate, analyze, and design the filling of complex micro-fluidic networks.

The energy minimization modeling approach that we use is based on two observations. First, the network is filled slowly by capillary forces hence we treat the propagating liquid/gas interfaces as a succession of quasi-steady equilibrium configurations. The succession of equilibrium states is parameterized by the amount of liquid in the device: each equilibrium state corresponds to a specific volume of liquid. Second, stable (or unstable) equilibrium shapes correspond to minima (or maxima/saddles) of the surface tension potential energy [46-48]. This means that we can phrase the equilibrium shape problem as an optimization problem with filled volume and device geometry constraints. We are able to solve this optimization task quickly and accurately.

Figure 5: The experimental method for measuring liquid/gas interfaces.
4.1. The filling rate and the validity of the quasi-steady assumption

The validity of our quasi-steady assumptions depends on size of the micro-fluidic network and the rate of filling. To estimate the permissible rate of filling of the network before the quasi-steady model fails, we proceed as follows. The analysis below holds either for self-filling by capillary forces or for forced filling via a syringe or a pump. We consider a network with \( n \) channels of average length \( l \) and radius \( r \). For such a network, the viscous forces, and hence the order of magnitude of any applied pressure/momentum forces that are used to drive the flow at a prescribed volume flow rate, scale as 
\[
F_{\text{visc}} \sim \left( \frac{mU}{r} \right) \sim (\frac{mU}{r}) (2 \rho n l) \sim \rho ml U \]
where \( m \) is the viscosity of the fluid, \( U \) is the velocity of the fluid, and \( A_{\text{visc}} = 2 \rho n l \) is the contact area over which the viscous stresses act. The quasi-steady theory will fail when the momentum forces first approach the size of the surface tension forces inside each channel. The surface tension forces scale as 
\[
F_{\text{ST}} \sim A_{\text{s}}/R \sim \rho s r
\]
where \( A_{\text{s}} = \rho r^2 \) is the cross section area and \( R \sim r \) is the radius of curvature of the interface. The momentum forces are comparable to the viscous forces. Hence the quasi-steady theory is valid when
\[
\frac{F_{\text{visc}}}{F_{\text{ST}}} \leq \frac{\mu nl U}{\sigma r} \ll 1
\]
where \( \mu = \frac{mU}{s} \) is the capillary number, or equivalently, when \( U \ll \frac{r \sigma}{nl \mu} \). Water has a viscosity of \( m = 10^{-3} \text{ kg/ms} \) and the water/air surface tension coefficient is \( s = 0.72 \Omega 10^{-3} \text{ kg/s}^2 \) [46], so for the filling of micro-fluidic networks with water displacing air we require \( U \ll (r/nl) 0.72 \text{m/s} \) for the quasi-steady theory to hold. For the networks considered in this paper, we have channels with approximate length \( l \sim 1\text{cm} \) and radius \( r \sim 100 \text{mm} \), and we treat up to ten channels at once \( n \sim 10 \). Thus we need \( U \ll 0.72 \text{ mm/s} \) which means it would take us about one or two minutes to fill a network with channels of length \( 1\text{cm} \) (120 seconds is much greater than the \( 1\text{cm} / 0.072\text{cm/s} = 13.8 \text{s} \)). In the experiments, we fill the networks in about five to seven minutes to guarantee that the quasi-steady assumption remains valid. For future, faster network filling applications we are extending our methods to include computationally cheap (reduced order) models of viscous effects. This will enable us to move beyond the quasi-steady assumption used in this paper.

4.2. The basic approach: minimization of the surface tension potential energy under device geometry and enclosed liquid volume constraints

At every instant in time the liquid/gas interface equilibrium configurations are viewed as the minima of the surface tension potential energy. Viewing spherical liquid droplet shapes and interface contact angles as minimum energy surfaces is customary and it is consistent with the methods described in [46-49]. Our approach of viewing any equilibrium liquid/gas interface as an energy minimum is a natural extension, and it is a subset of the far more general concept that all equilibrium configurations, for almost any kind of system, correspond to energy minima [50]. As noted by Feynman [50], net forces are the derivatives of the energy with respect to shape parameters, so the forces balance if and only if the system potential energy is at a stationary point.

Our main contribution is to effectively apply the above energy minimization idea in complex (but planar) devices and networks. We do this by finding the interface shape that minimizes the surface tension energy cost subject to constraints imposed by the device geometry and by the
amount of fluid that has been injected or sucked into the device. For example, if we have a twisted T geometry which contains thirty microliters of liquid, we find the liquid/gas interface shape by solving an optimization problem that minimizes the surface tension energy subject to the constraints that the interface be confined inside the twisted T and encloses exactly thirty microliters of liquid. At the next instant in time we repeat the process for thirty one microliters of fluid. A schematic of this approach is shown in Figure 6.

To do the above we must define the potential energy of the micro-fluidic systems as a function of interface shapes. The potential energy we consider consists of surface tension effects only. Gravity effects are ignored due to the small size of the devices. As in [46, 47], we model the energy per unit area of each liquid/gas, liquid/solid, and solid/gas interface via a material dependent surface tension coefficient. This gives the potential energy as

\[
E = \int_{L \cap G} \sigma_{LG} dA_{LG} + \int_{L \cap S} \sigma_{LS} dA_{LS} + \int_{S \cap G} \sigma_{SG} dA_{SG}
\]

where S, L, and G are the domains in three-dimensional space occupied by solid, liquid, and gas phase respectively, \( \mathring{\mathcal{E}} \) denotes their intersections (so \( \mathring{\mathcal{E}} \mathring{\mathcal{S}} \) is the two-dimensional liquid/solid interface), and \( \mathcal{S}_{\mathcal{A} \mathcal{B}} \) denotes the associated interfacial potential energy per unit area. The surface tension energy formulation of equation (1) is acceptable so long as the device length scale is large compared to the interface thickness. This is certainly the case in our networks with micrometer sized components.

4.3. Rephrasing the energy optimization problem in two spatial dimensions

For any thin planar device, such as the one shown in Figure 7, it is safe to assume that the top to bottom liquid/gas interface profile is constant [15]. With this assumption it is possible to convert the liquid front filling problem from three spatial dimensions down to two. Let \( \rho \) be the arc length of the vertical interface profile. Then the liquid/gas interface area is given by \( A_{LG} = |\mathring{\mathcal{E}} G| \)
where \( \Phi \) denotes the area of an interface and where \( S \) is the average arc length of the interface in the horizontal plane (see, for example, Figure 7). Here \( S \) varies as the liquid fills the component but \( p \) remains constant. Since the liquid/air surface tension coefficient is assumed constant, this reduced the first term in the potential energy of equation (1) to

\[
\int_{L,G} \sigma_{LG} dA_{LG} = \sigma_{LG} A_{LG} = \sigma_{LG} pS.
\]

Likewise it is possible to rewrite the liquid/solid and solid/gas potential energy terms solely in terms of horizontal dimensions. For example, in the L-corner, the wetted vertical liquid/wall surface areas are given by \( h D_1 \) and \( h D_2 \) where \( D_1 \) and \( D_2 \) are as shown in Figure 7 and \( h \) is the vertical distance between the floor and the ceiling. The gas/wall surface areas are simply the total available wall areas minus the wetted liquid/wall areas. Finally, the floor-ceiling/liquid and floor-ceiling/gas contact areas are irrelevant to the shape energy minimization and they can be dropped from the energy cost. This is because, at any moment in time, the volume of liquid contained inside the device is treated as a constant and is given by \( V = h A_{LS:FC} \), where \( A_{LS:FC} \) is the contact area of the liquid with the floor and the ceiling. Since this floor/liquid plus ceiling/liquid contact area only depends on the amount of liquid currently contained inside the device, it is independent of the horizontal shape of the liquid/gas interface, and it can be dropped from the energy optimization cost.

The surface tension energy of equation (1) can now be rewritten in two spatial dimensions as

\[
E_{2D} = S + \gamma_1 D_1 + \ldots + \gamma_k D_k = S + \gamma D \quad \text{if all walls are of the same material}
\]

where \( S \) is the mean horizontal arc length of the liquid/gas interface, and \( D_1, D_2, \ldots, D_k \) are the wetted lengths of walls 1, 2, ..., \( k \) respectively. (For the planar L-corner, \( D_1 \) and \( D_2 \) are as shown in Figure 7.) The parameters \( \gamma_1, \gamma_2, \ldots, \gamma_k \) are non-dimensional, material dependent, ratios of surface tension and geometry parameters. Specifically, for the \( j \)th wall:

\[
\gamma_j = \frac{h (\sigma_{LS:Wj} - \sigma_{GS:Wj})}{p \sigma_{LG}}.
\]

In our devices all walls are made out of a single type of material hence \( \gamma_1 = \gamma_2 = \ldots = \gamma_k = \gamma \). We identify the single missing coefficient \( \gamma \) by finding the value \( \gamma \) that provides the best agreement between a straight channel experiment and a straight channel energy model. The parameter \( \gamma \) is related to the observed contact angle in the horizontal plane by the analog of the Young equation \( \gamma = -\cos \theta_{2D} \) [46]. Thus equation (3) gives the contact angle in the horizontal plane as a function of the surface tension coefficients of the Plexiglas, vinyl, and the adhesive tape materials. In our devices, \( \theta_{2D} \) varies between 105° and 112° degrees depending on the polymer manufacturer, handling, and experimental conditions that affect material and surface properties, surface roughness, temperature, and humidity.

### 4.4. Filling of a planar L-corner

Except for a straight channel where the filling is trivial to predict, the planar L-corner is the simplest possible geometry that can be considered. Detailed results for this case have been presented in our conference paper [15]. Below we briefly summarize the key results.
Figure 7: An L-corner planar geometry. Due to the small vertical height of the device, a liquid/gas interface moving through this geometry will have a constant vertical interface shape: the interface shape will vary in the horizontal plane only.

A cut away view of the planar L-corner geometry is shown in Figure 7. As a special case of equation (2), the surface tension energy is given by $E_{2D} = S + \gamma_1 D_1 + \gamma_2 D_2$. We must minimize this energy subject to the liquid volume and device geometry constraints. The minimization is done in two parts. First, for any $D_1$ and $D_2$ we minimize the shape of a liquid/gas interface pinned at the $D_1$ and $D_2$ lengths. By the calculus of variations [51] we know that a circular arc is the required optimal shape because it minimizes arc length subject to an enclosed area constraint. The radius of this arc is uniquely determined by $D_1$, $D_2$, and by the amount of liquid that has been injected or sucked into the device at any time. Second, we find the optimal $D_1$ and $D_2$ lengths. In [15] we parameterize $D_1$ and $D_2$ by the length $2l$ and orientation angle $\theta$ of the line segment between the arc starting and ending point, as shown in Figure 8, since this provides a smoother parameterization of the energy cost then the $D_1$ and $D_2$ parameterization.
Figure 8: Interface shapes in the L-corner are uniquely parameterized by the two variables $l$ and $\theta$. **Left:** A sample of the $(l, \theta)$ surface tension energy landscape for the planar L-corner. The case shown is for mildly hydrophilic walls ($\gamma = -0.9$). The contours denote curves of $(l, \theta)$ with constant surface tension energy. The energy is only shown for allowable $(l, \theta)$ pairs. (Not all $(l, \theta)$ pairs are permissible: some pairs violate the device geometry by intersecting the channel walls, by enclosing not enough or too much liquid, or by not spanning the width of the channel.) The optimal $(l, \theta)$ pair is marked as a red dot. **Right:** The corresponding shape of the horizontal liquid/gas interface. For more details on the L-corner analysis see [15].

The L-corner surface tension energy $E_{2D} = S + \gamma_1 D_1 + \gamma_2 D_2$ is now a function of $l$ and $\theta$ only. However, not all $(l, \theta)$ pairs are permitted: some pairs violate the geometry of the device (the arc intersects the walls at multiple points or fails to span the channel), and some pairs violate enclosed area requirements (for these $(l, \theta)$ pairs the arc radius cannot be chosen in a way that respects the device geometry and encloses the correct amount of liquid). Figure 8 shows the surface tension $(l, \theta)$ energy landscape for an L-corner with mildly hydrophilic channel walls for a specific amount of injected liquid. The geometric constraints on $l$ and $\theta$ are derived analytically in [15] and they form the boundaries of the energy surface that is shown. The marked $(l^*, \theta^*)$ energy minimum corresponds to the equilibrium shape of the liquid/gas interface for mildly hydrophilic walls at the prescribed liquid volume. This shape is shown on the right of Figure 8. Using a gradient descent algorithm it takes about 2 seconds to find any such equilibrium front using Matlab on a desktop personal computer. By finding a succession of optimal $(l^*, \theta^*)$ pairs for increasing liquid volumes, we arrive at an L-corner filling theory. As shown in Section 5, Figure 16, the agreement between theory and experiment is excellent.

It is important to compare our approach above with the two standard approaches of computational fluid dynamic (CFD) and stand alone contact angle methods. CFD approaches require a discretization of the (two-phase) Navier Stokes or Stokes fluid equation along with the tracking and computation of forces on a moving liquid/gas boundary. This is computationally expensive. A coarse 2-dimensional CFD simulation for a planar component might have 100 by 100 grid points with 3 variables $(u, v, P)$ per node. That is a total of 30,000 equations that must be
solved simultaneously for each time step. To better resolve the liquid/gas curvature, a mesh of a 1000 by a 1000 grid points may be needed: this yields 3 million equations. For this reason, Stokes flow two-phase simulations carried out in our laboratory for the L-corner geometry take two hours of computer run time per component. Simulation times quoted in the literature vary from hours to days. By comparison, the planar energy minimization proceeds by optimizing a surface (a curve) that is adequately defined by 2 variables for the L-corner and by 20 to 40 points for other component shape. Thus we iterate on less then 40 equations to find the interface at each time. Our energy minimization approach therefore takes seconds for the L-corner, minutes for more complex component shapes, and by using a two-stage approach, allows the simulation of networks in seconds.

Contact angle approaches specify the angle between the liquid/gas interface and the solid surface. If used on their own independently of CFD computations, then they are computationally trivial to implement but it is not clear how to use them to find liquid/gas filling fronts in non-trivial device geometries. This is true for a number of reasons that we list from the least to the most serious. First, one requires an equation to translate the three-dimensional contact angles (of water in air on vinyl, on Plexiglas, and on scotch tape) into one planar two-dimensional contact angle (see the discussion preceding equation (3)). This issue is minor: it is possible to circumvent it by simply measuring the contact angle in the planar geometries. Second, the contact angle condition is undefined or cannot be true at corners, at lines of symmetry, and at points where the liquid/gas front first impinges on a new solid surface. For example, in the T component geometry of Figure 9, when the filling front first touches the opposite wall the contact angle is clearly 180° degrees and not the 108° angle that would be prescribed elsewhere.

Figure 9: The T geometry is a simple example of how the contact angle condition can fail at points of symmetry. In the above (a simulation based on the methods of Section 4 and two snapshots of an experiment) it is clear that a $\theta_{2D}=108^\circ$ contact angle condition fails when the liquid/gas interface first touches the top wall.

Third, and most serious of all, when using only a contact angle approach it is not known where to apply the contact angle conditions. For simple geometries such as straight channels, L-corners, and T shapes it is possible to finesse this issue by solving for the location of the liquid/gas/solid triple points by a combination of intuition and geometric inversion: for the L-corner one could argue, correctly, that the front first progresses as in a channel and that the triple points are symmetric across the channel, until the interface arrives at the corner, then the interface turns the corner (so the outside triple point sweeps around), and this continues until the inside contact angle matches the contact angle of the new inside wall, at which point the interface leaves the corner and proceeds down the new channel. For each of the three cases above one can find the
location of the triple points so that the interface encloses the right amount of liquid volume. However, this requires that a human user examine the model for each component individually and it is not possible to extend this argument to more complex geometries such as the ones shown in Figure 19 and Figure 20. Our approach finds the location of the triple points as a part of the constrained optimization.

4.5. Filling of a single planar component of arbitrary shape

In this section we extend the L-corner results of the previous section to the filling of planar components of arbitrary shape. The basic approach is still the same: we seek minimum energy surfaces in two spatial dimensions that respect the device geometry and that enclose the right amount of liquid at any given moment. The main difficulty in transitioning from the L-corner to more complex shapes is the generalization of the \((l, \theta)\) constraint curves that delineate the allowable shape parameters on the left of Figure 8. These constraints are derived by hand in [15] and the analytic computations are lengthy and tedious even for the simple L-corner. They cannot be carried out for more complex shapes. We have chosen to circumvent this difficulty by using the Surface Evolver [49] software developed by Ken Brakke. This software finds minimal energy surfaces in two and three spatial dimensions subject to various costs and constraints. Surface Evolver defines surface as a union of triangles in three spatial dimensions or as a collection of line segments in two dimensions, it then evolves the surface in the direction of decreasing cost by using a (constrained) gradient descent algorithm.

We have successfully used Surface Evolver to predict liquid/gas filling fronts in our microfluidic components. The energy to be minimized is given by equation (2) where \(\gamma\) is the material dependent surface tension coefficient defined in equation (3). For any component, we start the Surface Evolver optimization at an arbitrary interface shape defined by just three vertices. The first and last vertices are restricted to be at the component walls that act as geometric constraints. Surface Evolver then refines the shape of the interface by successively adding and moving the vertices to minimize the energy cost while enforcing both the geometry and imposed liquid volume constraints. Once convergence is achieved we increase the liquid volume and, using the previous solution as the new initial interface, we find a new optimal solution. This provides a succession of optimal liquid/gas interfaces that fill the component. Each simulation takes about 2-3 minutes to find the succession of fronts through simple geometries, more complex geometries require 6-8 minutes. Below we show results for a variety of planar components.

The top part of Figure 10 shows a top view of a sample circular chamber component. Calculated liquid/gas interfaces are shown as thin numbered curves: we have only shown a small selection of the curves to illustrate how the solution changes when passing different geometrical features. The bottom panel of Figure 10 shows the energy of the interfaces for a hydrophobic and hydrophilic circular chamber as a function of the amount of liquid volume in the component.
Figure 10: Simulated filling of a planar circular chamber. Bold lines in the top panels show the component geometry. **Top panels:** The thin numbered curves show the progression of filling fronts for a hydrophobic material ($\theta_{2D} = 120^\circ; \gamma = 0.5$) on the left and a hydrophilic chamber ($\theta_{2D} = 60^\circ; \gamma = -0.5$) on the right. **Bottom panels:** The graphs show the minimal, equilibrium surface tension energy of the interfaces as they progress through the component. The component on the left is hydrophobic so it takes energy to fill this device. The component on the right is hydrophilic and so energy must be expended to prevent it from filling.

Figure 11, Figure 12, Figure 13, and Figure 14 show the simulated filling of a planar closed L-corner, a narrowing injector, a cross channel, and an asymmetric branch channel. In each case, a simulation is done for both a hydrophobic and a hydrophilic case. As in the L-corner, it follows from the planar nature of the components, the simple choice of the surface tension cost in equation (2), and the calculus of variations [51], that all interface segments are circular arcs: only their number, radius, and locations vary as the component fills. Some of the components show very interesting behavior: the closed L-corner shows a trapped air bubble, and the branch component shows a retreat of a liquid/gas interface in one channel to preferentially fill another channel once the interface passes the channel branch point.
Figure 11: Simulated filling of an L-corner including the opposite wall. The presentation format is the same as in Figure 10. Left: hydrophobic behaviour: $\theta_{2d} = 120^\circ$, $\gamma = 0.5$. Right: hydrophilic behaviour: $\theta_{2d} = 60^\circ$, $\gamma = -0.5$. Notice the formation of the air bubble at the top left corner of the hydrophobic case.
Figure 12: Simulated filling of an injector component. The presentation format is the same as in Figure 10. **Left**: hydrophobic behaviour: $\theta_{2d} = 120^\circ$, $\gamma = 0.5$. **Right**: hydrophilic behaviour: $\theta_{2d} = 60^\circ$; $\gamma = -0.5$.

Figure 13: Simulated filling of a cross channel component. The presentation format is the same as in Figure 10. **Left**: hydrophobic behaviour: $\theta_{2d} = 120^\circ$, $\gamma = 0.5$. **Right**: hydrophilic behaviour: $\theta_{2d} = 60^\circ$; $\gamma = -0.5$. The liquid/gas interface splits from one circular arc (4) to three circular arcs (5) when the interface passes the corner points of the cross channel.
Figure 14: Simulated filling of a branch component. The presentation format is the same as in Figure 10. Left: hydrophobic behaviour: $\theta_{2D} = 107^\circ, \gamma = 0.3$. Right: hydrophilic behaviour: $\theta_{2D} = 72^\circ; \gamma = -0.3$. This component displays some interesting behaviour. For the hydrophobic (left) case: the interface prefers the wider channel, (interface 5 is ahead of interface 4 in the top channel) and it is withdrawn from thinner channel (interface 5 is actually behind 4 in the narrow bottom channel). For the hydrophilic case (right) the reverse happens: the interface is sucked into the narrow channel (5 is ahead of 4) and is sharply withdrawn from the wide channel (interface 5 has withdrawn all the way back to the mouth of the wide channel).

4.6. Filling of a hub network of planar components of arbitrary shape

We now turn to modeling fluid filling in a network of components. There are two possible ways to do this. The first option is to perform a Surface Evolver simulation with geometry constraints for the entire network: in this option we simply replace the geometry of Figure 10 to Figure 14 with the geometry of the entire network. This option is still less computationally intensive than a CFD 2-phase simulation, but it is still fairly expensive: a network with a hundred components would take about 10 hours. Below, we discuss an alternate two-stage approach that, once a library of component models has been built up, can simulate networks with thousands of components in seconds.

To simulate a network we must minimize the surface tension energy of numerous interfaces across multiple components. We already know how to find the minimal surface tension energy of any single component using the methods of Section 4.5. The bottom panels of Figure 10 to Figure 14 show this equilibrium energy as a function of the liquid volume in each component. From a network point of view, these energy versus liquid volume $E_j(V_j)$ curves completely
characterize the behavior of each component. The total energy of a network with \( n \) components is now given by the sum of individual component energy versus volume functions

\[
E = E_1(V_1) + E_2(V_2) + \ldots + E_n(V_n).
\]

For example, we may consider a network made out of four types of components (circular chambers, L-corners, cross channels, and branch splitters) in which case each \( E_j(V_j) \) function above would be one of the four curves shown in Figure 10, Figure 11, Figure 13, and Figure 14. If the network included other types of components we would pre-compute their energy versus volume curves. Further, we know that the total network volume is given by

\[
V_1 + V_2 + \ldots + V_n = V.
\]

As the network fills, this total volume \( V \) goes from zero to the maximum fluid volume that can be contained in the network. The optimization task is to find the amount of fluid in the components \( V_1, V_2, \ldots, V_n \) that minimizes the total surface tension energy of the network as the total fluid goes from zero to its maximum value. Per the estimates in Section 4.1, it is valid to treat the entire network as if it were going through a succession of equilibrium states so long as the self or imposed filling rate is sufficiently slow. To find the equilibrium component filling volumes \( V_j \)’s as a function of the total volume \( V \) we must solve the following optimization:

\[
\min E = \sum_{j=1}^{n} E_j(V_j) \quad \text{subject to } \sum_{j=1}^{n} V_j = V.
\]

This is a standard nonlinear, multi-variable, scalar cost, single constraint optimization [52]. Here we have assumed that all the components are connected to one central reservoir or injection point. Networks with multiple hubs would require multiple, interlinked sub-network component volume constraints. This would increase the number of constraints and would increase the simulation time slightly.

In summary, the network model proceeds in two parts. First, we generate a set of component simulations as in Section 4.5 using Surface Evolver. Since each component takes about 2 to 8 minutes to simulate, a network with thirty different types of components would require a total computer run time of between 1 and 4 hours. Second, once we have the \( E_j(V_j) \) curves for all the components in the network, we solve the optimization stated in equation (6) using a constrained gradient descent algorithm. This takes seconds of computer run time using Matlab on a personal computer. The architecture of the network can now be changed and the behavior of the new network can be ascertained in seconds. Figure 15 shows a simulation of a hub network with 10,000 components: each \( E_j(V_j) \) curve of all the 10,000 components was randomly generated. The second part of the optimization, the part where we solve the optimization problem of equation (6), took 7 seconds of computer run time on a personal computer. A 10,000 component network is beyond our fabrication capabilities outlined in Section 3.1 but we compare the theory above to experimental filling of a small, four component, network in Section 5.
Figure 15: Quasi-steady component filling for a network with 10,000 components. Each channel is described by a randomly generated Ej(Vj) curve (see bottom panels of Figure 10 to Figure 14). The graph shows the fluid per channel for three amounts of injected total fluid V. Total computation time was 7 seconds on a personal computer.

5. Model Validation: Theory versus Experiments

In this section, we compare experimental results attained using the methods of Section 3 with the modeling approach described in Section 4. Besides the geometry of the component or network, the model requires two inputs, which are: the volume of liquid in the component or network, and the surface tension parameter γ of equation (3) or equivalently the planar contact angle θ_{2D} (γ = -cos θ_{2D}). The volume of liquid inside the component is known experimentally: we measure the filled area using image processing techniques and then we multiply this area by the depth of the device to find the contained liquid volume. The γ parameter of equation (3) depends on the height of the planar device and the type of solid and liquid materials being used. It is determined one time beforehand by comparing the theoretical prediction for the filling of a straight channel with an experiment.

Figure 16 compares the L-corner simulation results of Section 4.4 with experiments. These results have been previously presented in [15] (a different fabrication technique was used to make the devices). The agreement between experiment and theory is excellent.
Figure 16: Comparison of the constrained minimum energy model of the planar L-corner (thin dark curve) with experiments (thick white relief curve). Two types of fluid (deionized water and 100% methanol with dye) are used to showcase both hydrophilic (top) and hydrophobic behavior (bottom). The L channel is 80µm wide and 10µm deep. This figure is reproduced from our prior results in [15].

Figure 17 shows a comparison of theory and experiment for a T junction component. The visible discrepancy between the theory and the experiment is due to the imperfect shape of the 90° corners that are caused by the vinyl cutting inaccuracies. Figure 18 shows results for a Y split. Figure 19 shows the match between theory and experiment for a component of arbitrary shape.

Figure 17: Comparison of the theory (dashed line) and experiment (boundary between gray and white) for a T component. The energy filling Surface Evolver model of Section 4.5 is compared with a 250µm wide, 70µm deep T-junction channel fabricated using the techniques of Section 3.1. The model uses a planar surface tension contact angle of $\theta_{2D}=94^\circ$, or equivalently a non-dimensional surface tension coefficient of $g=0.07$ as written in equation (3). $V_E$ is the volume of liquid inside the component at each time.
Figure 18: Comparison of the theory (dashed line) and experiment for a Y split component. The model parameter is $\theta_{2D} = 108^\circ$ or equivalently $g = 0.3$.

Figure 19: Comparison of the theory (dashed line) and experiment for a component of arbitrary shape. The model parameter is $\theta_{2D} = 114^\circ$ or equivalently $g = 0.4$. 
In Section 4.6 we describe how to efficiently model the filling of networks. Figure 20 shows a comparison of this two-step model versus a front filling experiment for a network with four components. There is accurate agreement between the model and the experiment.

Figure 20: Comparison of theory versus experiment for network with four components. The experimental measured interfaces are shown on the left for three total liquid volumes (increasing from top to bottom). The liquid reservoir is at the bottom left and the orange color is due to the 0.2% content by volume of red food coloring. The plot on the right shows the amount of liquid in each component measured experimentally (open bars) and predicted theoretically using the two part model of Section 4.6 (shaded bars). Each bar shows how much volume has been filled for the 1, 2, 3, or 4 “component” delineated by dashed lines on the left of the figure. The “ | “ symbols show the total available volume in each of the four components.

6. Conclusion

The design and optimization of complex, passive, lab-on-a-chip devices requires modeling tools that can simulate complex networks with numerous components: it is not possible to design complex networks ‘by hand’. This paper presents an effective, minimum-energy based model for simulation of fluid filling in passive, planar, micro-fluidic networks. The model follows a two-step process: the first step allows the simulation of components in minutes, the second step characterizes each component by an ‘energy versus volume’ curve and permits the simulation of networks with thousands of components in seconds. Model results show accurate agreement with experiments for a variety of single component and small network shapes. Hence this paper
presents a predictive, numerically efficient, modeling tool that will aid in the design of future lab-on-a-chip systems.
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