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In this thesis I show achievements for precision feedback control of objects inside
micro-fluidic systems and for magnetically guided ferrofluids. Essentially, this is
about doing flow control, but flow control on the microscale, and further even to
nanoscale accuracy, to precisely and robustly manipulate micro and nano-objects (i.e.
cells and quantum dots). Target applications include methods to miniaturize the
operations of a biological laboratory (lab-on-a-chip), i.e. presenting pathogens to on-
chip sensing cells or extracting cells from messy bio-samples such as saliva, urine, or
blood; as well as non-biological applications such as deterministically placing
quantum dots on photonic crystals to make multi-dot quantum information systems.
The particles are steered by creating an electrokinetic fluid flow that carries all the
particles from where they are to where they should be at each time step. The control

loop comprises sensing, computation, and actuation to steer particles along

trajectories. Particle locations are identified in real-time by an optical system and



transferred to a control algorithm that then determines the electrode voltages
necessary to create a flow field to carry all the particles to their next desired locations.
The process repeats at the next time instant. I address following aspects of this
technology. First I explain control and vision algorithms for steering single and
multiple particles, and show extensions of these algorithms for steering in three
dimensional (3D) spaces. Then I show algorithms for calculating power minimum
paths for steering multiple particles in actuation constrained environments. With this
microfluidic system I steer biological cells and nano particles (quantum dots) to nano
meter precision. In the last part of the thesis I develop and experimentally
demonstrate two dimensional (2D) manipulation of a single droplet of ferrofluid by
feedback control of 4 external electromagnets, with a view towards enabling feedback
control of magnetic drug delivery to reach deeper tumors in the long term. To this
end, I developed and experimentally demonstrated an optimal control algorithm to
effectively manipulate a single ferrofluid droplet by magnetic feedback control. This
algorithm was explicitly designed to address the nonlinear and cross-coupled nature
of dynamic magnetic actuation and to best exploit available electromagnetic forces

for the applications of magnetic drug delivery.
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Chapter 1: Introduction

In micro-scale technologies and medical applications, there is a need to put things
where they need to go (cells into testing chambers or to sensor locations, quantum
dots into photonic cavities and drugs into tumors), and this is difficult to do on the
micro scale. This document demonstrates two methods based on feedback control of
electrokinetic and magnetic fields to steer, place, and hold objects in 2D and 3D

micro-fluidic and magnetic systems.

Electrokinetic Control of Particles

The ability to steer individual particles inside micro-fluidic systems is useful for
navigating particles to localized sensors, for cell sorting, for sample preparation, and
for combinatoric testing of particle interactions with other particles, with chemical
species, and with distributed sensors. A variety of methods are currently used to
manipulate particles inside micro-fluidic systems: individual particles can be steered
by laser tweezers [1-3]; they can be trapped, and steered to some degree, by
dielectrophoresis (DEP) [4-7]; and by traveling-wave-dielectrophoresis (TWD) [7, 8];
held by acoustic traps [9]; steered by manipulating magnets attached to the particles
[10]; and guided by a MEMS pneumatic array [11]. There is also a feedback control
approach (similar to the one developed in this paper) used by Cohen [12, 13] to trap
and steer a single particle, but not yet multiple particles, using electroosmotic or

electrophoretic actuation.



Of these methods, laser tweezers are the gold standard for single particle
manipulation. Ashkins survey article [1] provides a history of optical trapping of
small neutral particles, atoms, and molecules. Current laser tweezers systems can
create up to four hundred three-dimensional traps, they can trap particles ranging in
size from tens of nanometers to tens of micrometers, trapping forces can exceed 100
piconewtons with resolutions as fine as 100 attonewtons, and the positioning accuracy
can be below tens of nanometers [2, 14]. However, optical tweezers require lasers and
delicate optics and the whole system is unlikely to be miniaturized into a hand-held
format. The other methods mentioned above (DEP, acoustic traps, manipulation via
attached magnets, and steering via pneumatic arrays systems) can be miniaturized
into hand held formats but their steering capabilities are not as sophisticated as those

of laser tweezers.

My approach uses vision-based micro-flow control to steer particles by correcting for
particle deviations — at each time I create a fluid flow to move the particles from
where they are to where they should be. This allows very simple devices, actuated by
routine methods, to replicate the planar steering capabilities typically requiring laser
tweezers. I have shown that my approach permits a PDMS device with four
electrodes to steer a single cell, and a device with eight electrodes to steer up to three
particles simultaneously. The method is non-invasive (the moving buffer simply
carries the cells along), the entire system can be miniaturized into a hand held format
(both the control algorithms and the optics can be integrated onto chips), I can steer

almost any kind of visible particle (neutral partices are carried along by the



electroosmotic flow, charged particles are actuated by a combination of
electroosmosis and electrophoresis), and the system is cheap (the most expensive part
is the camera and microscope, and these will be replaced by an on-chip optical system

for the next generation of devices).

Due to the correction for errors provided by the feedback loop, the flow control
algorithm steers the particles along their desired paths even if the properties of the
particles (their charge, size, and shape) and the properties of the device and buffer
(the exact geometry, the zeta potential, pH, and other factors) are not known
precisely. The fundamental disadvantage of my approach is its lower accuracy as
compared to laser tweezers: the positioning accuracy will always be limited by the
resolution of the imaging system and by the Brownian motion that particles
experience in-between flow control corrections. The current optical resolution is on
the order of one micron, and the particle Brownian drift during each control time step

is less than eighty nanometers.

Both feedback and micro-flows are essential for particle steering capability. Feedback
is required to correct for particle position errors at each instant in time. Micro-fluidics
is required because macro-flows exhibit more complex dynamics, due to their
momentum effects, and it is not possible to find the external actuator inputs that will
reliably create macro-flows to steer particles. On the micro-scale, the Stokes
equations can be inverted to determine the necessary actuation that will steer many

particles at once.



Overview of Steering by Electrokinetic Feedback Control

Figure 1 shows the basic control idea for a single particle: a micro-fluidic device, an
optical observation system, and a computer with a control algorithm, are connected in
a feedback loop. The vision system locates the position of the particle in real time, the
computer then compares the current position of the particle with the desired (user
input) particle position, the control algorithm computes the necessary actuator
voltages that will create the electric field or the fluid flow that will carry the particle
from where it is to where it should be, and these voltages are applied at electrodes in
the micro-fluidic device. For example, if the particle is currently North/West of its
desired location, then a South/East flow must be created. The process repeats at each

time instant and forces the particle to follow the desired path (see also [15]).

Both neutral and charged particles can be steered in this way: a neutral particle is
carried along by the flow that is created by electroosmotic actuation, a charged
particle is driven by a combination of electroosmotic and electrophoretic effects. In
either case, it is possible to move a particle at any location to the North, East, South,
or West by choosing the appropriate voltages at the four electrodes. It is also possible
to use this scheme to hold a particle in place: whenever the particle deviates from its
desired position, the electrodes create a correcting flow to bring it back to its target

location.
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Figure 1: (Top) Feedback control particle steering approach for a single particle. A microfluidic
device with routine electroosmotic actuation is observed by a vision system that informs the
control algorithm of the current particle position. The control algorithm compares the actual
position against the desired position and finds the actuator voltages that will create a particle
buffer fluid flow, at the particle location, to steer that particle from where it is to where it should
be. The process repeats continuously to steer the particle along its desired path. (Bottom) Four
basic flows that can be generated by applying a voltage to each electrode individually. By
actuating these four flows together correctly, it is possible to generate an electrokinetic velocity
at the chosen particles location in any desired direction to always carry that particle from where
it is to closer to where it should be.



Surprisingly, it is also possible to steer multiple particles independently using this
feedback control approach [16]. A multi-electrode device is able to actuate multiple
fluid flow or electric field modes. Different modes cause particles in different
locations to move in different directions. By judiciously combining these modes, it is

possible to move all particles in the desired directions.

The algorithm requires some knowledge of the particle and system properties
(charged particles exhibit electrophoresis and react differently than neutral particles)
but this knowledge does not have to be precise: the reason is that feedback, the
continual comparison between the desired and actual particle positions, serves to
correct for errors and makes the system robust to experimental uncertainties [17, 18].
Even though my experiments have sources of error, some of which are unavoidable,
such as variations in device geometry, parasitic pressure forces caused by surface
tension at the reservoirs, Brownian noise, and variations in zeta potentials and charges
on the particles — the control algorithm still steers all the particles along their desired

trajectories.



Electrokinetic Control of Biological Cells and Microbes

The ability to manipulate individual living biological cells is useful for steering
and confining them to sensing locations or for directing them to chemically
functionalized locations on chip. It can allow precision sample preparation steps
such as extracting individual cells from heterogenous liquid samples and cell-by-
cell sorting. For swimming cells, it can allow on-demand precise and fast
chemotaxis and cell motility studies by repeatedly placing cells in desired

locations with respect to chemical gradients or on-chip obstacles.

Single cells can be manipulated by direct physical contact or through indirect
means. Biologists have been manipulating individual cells by applying suction
through hollow glass micropipette tips since Barber [19] first published this
technique in 1904. More recently, direct contact atomic force microscopy (AFM)
[20], and robotic micro-grippers [21, 22] have been used to hold and position

living cells.

In existing non-contact techniques, cells are manipulated by laser tweezers[3, 23-
26], optoelectronic tweezers (OET’s) [4, 27, 28], by dielectrophoresis (DEP) [5,
29, 30], electrophoresis (EP) [31-33], magnetic tweezers [34-36] or acoustic traps
[37, 38]. All of these methods use external fields (optical, electrical, magnetic, or
ultra sound waves) to generate actuation forces which are used to trap or steer the

cells.



Laser tweezers remain the gold-standard non-contact single cell manipulation method
allowing trapping and steering of single cells [3, 23, 25]. Such tweezers use focused
laser beams to exert an optical gradient force upon cells and can trap cells to
nanometer precision [39, 40]. Laser tweezers can manipulate cells in cell medium and
long range manipulation is achieved by moving the microscope stage while keeping
the laser trap position constant[41]. To avoid local heating and optically induced

damage to the cells it is better to use infrared light [42-44].

However, stable optical traps require high numerical apperatures (NA > 1.2)
objectives, but since these have been designed for visible light, IR transmission
(and hence applied forces) can vary substantially. Additionally, optical trapping is
restricted to optically homogenous and highly purified sample preparations[45].
For these reasons, it is a difficult, delicate, and expensive task to use laser
tweezers as a robust method to routinely manipulate living cells in biology

laboratories.

Recently, optoelectronic tweezers (OET’s) have been used to manipulate and
transport individual cells over long distances[4]. OET’s make use of dynamic
virtual electrodes, created by projected images onto a photo-conductive surface,
these create a non uniform AC electric field that exerts a DEP force upon
polarizable particles such as biological cells. The magnitude of the force on each
cell depends on the dielectric constant of that cell versus the dielectric constant of

the buffer medium and the frequency of the applied AC electric field (both of



which are the same across the entire device).

I use controlled micro flows to accurately manipulating single cells, including
motile or swimming cells. This method is simple, cheap, and easy to use. It can be
achieved with a 4-electrode PDMS device that can be created in less than an hour,
a standard microscope and a digital-to-analog converter (DAC), and vision and
computer control software. My method can position any desired cell to any
desired location in a cell buffer medium and can steer it along any desired path.
The overall advantage of this system is that any freely suspended cell, regardless
of its size, shape, dielectric constant, or whether it is swimming or not, can be
controlled by always changing the buffer flow to gently carry the cell from where

it is to where it should be.

The system can also position swimming microbes to any desired location, steer them
along any desired path as they continue to swim, let them go, and reposition them;
The key advantage is that it is easy to correct large excursions: even if the microbe is
many micrometers away from its desired location, I can create a flow to bring it back.
To my best knowledge, this is the first demonstration of precision control of

swimming cells on chip.

The velocity that is created at the cell location is an electro-kinetic velocity. It is
the sum of electroosmotic (EO) and electrophoretic (EP) velocities. EP refers to

the motion of a charged particle under an applied electric field[46, 47]. EO is the



motion of a fluid under an applied electric field[46, 47]: here the applied electric
field moves the fluid and the fluid carries the cell. Both effects move any cell in
the direction of the applied electric field at its location, but the magnitude of the
velocity for each effect depends on the EP and EO mobility coefficients [31-33,
48, 49]. The control is insensitive to unknown or poorly known mobility
coefficients. I have achieved single-micrometer steering accuracy of micro-scale
particles or yeast cells even if the pH, and hence the electroosmotic zeta potential,
is not controlled and if the charge on the cells varies by as much as £50%. Thus
these control algorithms allow simple and inexpensive PDMS devices to achieve

precision cell control regardless of cell-to-cell property variations.

The system described here is a simple 4-electrode microfluidic device made of
polydimethylsiloxane PDMS [50-53] which is reversibly bonded to a glass slide.
PDMS is routinely used to make chips that handle cells and biological samples, it
provides a safe environment for living cells, and it is visually transparent
allowing vision-based cell control. The porous structure of PDMS provides good
permeability for oxygen and carbon dioxide[51, 54]. Soft lithograpy methods for
fabricating PDMS microfluidic devices are straight-forward and will allow
biology laboratories to reproduce these single cell control capabilities. The
necessary replica mold can be ordered from one of the microfluidics foundries[55,
56] or fabricated in a standard university clean room [51, 53, 57]. Additional
features that are now standard in microfluidic devices, such as chemically

functionalizing specific regions or adding barriers (for cell motility studies around
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obstructions), can be incorporated into my system. Alternately the PDMS device

can be layed on top of a previously optimized glass or silicon system.

Cell manipulation is carried out in a control region that is defined by the intersection
of two crossing microchannels. Applying a voltage to electrodes, placed in the
reservoirs at the end of the channels, generates a small electric field and thus
electrokinetic forces. Figure 1 shows the four basic electric fields generated in the
control region by applying a voltage to each electrode individually. By actuating
these four flows together correctly, it is possible to generate an electrokinetic velocity
at the chosen cells location in any desired direction to carry that cell from where it is
towards where it should be. Manipulation of motile cells is achieved by creating a
correction velocity that is larger than the swimming speed of the cell and thus still

achieving precise steering or trapping control.

Electrokinetic actuation is gentle and suitable for manipulation of living micro-
organisms[31]. Leopold et al.[33] reviews the applicability of electrokinetics to move
living organisms such as viruses, bacteria, and eukaryotic cells. Ebersol et al.[58]
found that the majority of tested bacteria remained viable in electric fields of even
10,000 V/m. I have minimized the electric fields used in my devices. For my £10 V
electrode actuation, the maximum electric field strength produced in my device is
approximately 4,000 V/m which is reported to be safe for living cell cultures[59, 60].
By design, my microchannels are wide (300 um) everywhere except at the orfice near

the manipulation region (50 pm).
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This design has several advantages. It allows device operation with low voltages and
thus enables safe cell handling and reduces electrolysis at the electrodes in the fluid
reservoirs[61]. The overall smaller channel dimensions minimize Joule heating due to
the smaller channel cross-sectional areas (and thus the lower currents). The large
electrode reservoirs create shallower fluid/air menisci and thus minimize surface
tension pressures that reduce the pressure flows which acts as disturbances to cell

control.

The method controls cells that are suspended in a buffer. It is not meant to control
cells once they have adhered to the chip surface (although precisely directing flow

above such cells might still bias their motion towards desired on-chip locations).

For some choices of buffer, e.g. diluted blood, electroosmotic actuation may not be
effective (for blood this is likely due to fouling of the chip surfaces which can impede
EO actuation). In that case, the issue becomes whether the target cell has enough
surface charge to enable its electrophoretic actuation. If neither the fluid nor the cell

can be moved by EO or EP means, then cell control cannot occur.

Currently, I can only control motile cells whose swim speed is less than
approximately 10pm/s. Swimming cells contribute an added velocity independent of
the applied control resulting in a positioning error. This error can be reduced by
estimating the swimming velocity based on the past swim direction of the bacteria,

but this method ceases to be effective when the cell changes direction faster than the

12



control loop operates. Manipulation of fast swimmers can be achieved by speeding up
the control loop: by using a faster camera (right now I use a standard 30 Hz frame
rate camera) and a faster control update to correct the position of the bacteria more
often per second. I am currently optimizing methods to control such fast swimmers

and I will report results for this in future publications.

13



Electrokinetic Control of Quantum Dots

Manipulation and control of nanoscopic objects such as quantum dots (QDs) are
fundamental requirements for a broad range of applications in the fields of photonics,
nanoelectronics, and biology. For example, precision placement of single quantum
dots in the high field region of both nanophotonic[62-64] and plasmonic [65, 66]
structures enables quantum information processing [67]. QDs also serve as biological
tags [68] enabling in situ characterization of biological molecules and controlled

investigation of biological processes.

North
electrode £
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West
electrode
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Figure 2: Illustration of the QD positioning concept. A micro-fluidic chamber is formed by
intersecting two microfluidic channels. The chamber is placed on top of a substrate, with
photonic crystal microcavities etched into the substrate. The chamber is imaged by a CCD
camera. External electrodes are used to position the QD in the high field region of the cavity
using electroosmotic flow control. To choose the right (spectrally matched) QD for the cavity, a
target QD will first be steered to a categorization location it is spectrally characterized.

14



To date, the most notable successes of nanoparticle manipulation have been
demonstrated using optical tweezers [1, 69] and optofluidic devices [70, 71]. These
methods make moveable active traps, either by laser-created optical gradient forces or
by dynamic virtual electrodes that exert dielectrophoretic forces on polarizable
particles. However, optical and dielectric forces scale with volume, making the
trapping of nanoscopic objects such as QDs extremely challenging [72]. Furthermore,
these trapping forces are non-specific in that all particles are pulled in, resulting in a
significant probability for capturing multiple objects. These drawbacks are highly
limiting in quantum optics applications where capture of multiple particles can ruin
the single photon nature of the emission, and in biological applications where objects

are easily damaged by bright lasers [45].

Here I demonstrate a method to manipulate and position nanoscopic objects with
nanometer precision without using traps. Instead, precision manipulation is achieved
by moving the surrounding fluid. The fluid is actuated by electroosmosis where an
applied electric field moves a layer of surface ions that subsequently pulls the fluid,
along with any suspended objects, by viscous drag [47]. The position of a chosen
object is measured in real time with a microscope and a sub-pixel imaging algorithm
that provides sub-wavelength of light tracking accuracy, and flow is created to move
that object from its current location to a desired position in discrete time steps. Since
only the chosen object is always corrected back towards its target location, all other
nearby objects are not controlled and drift away by a combination of random

Brownian motion and diverging non-correcting fluid flows at their locations in the
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device. This flow control approach is particularly promising for manipulation of
extremely small dielectric particles, such as QDs, where trap approaches typically fail
due to the small particle volume and because resonance enhancement is not possible.
To demonstrate this advantage, this work focuses on the manipulation of single QDs
which have an ellipsoidal core/shell structure and a diameter of 12 nm (6 nm) on the

major (minor) axis.

The manipulation of nanoscopic objects is challenging due to their small size which
increases Brownian motion. Quantum dots are particularly difficult to control due to
their inherent blinking which makes them optically invisible for periods of time (20).
For these reasons, previous attempts to trap QDs were limited to 2 um precision and
only 90 seconds of trapping time [73]. In addition, such demonstrations were limited
to only trapping (random capture of QDs) and not positioning (moving a chosen QD
from its current location to the desired location) or manipulation (moving particles
along well defined paths). This approach enables me to fully manipulate nanoscopic
objects in two dimensions. Any QD in the field of view can be moved from its current
location to the desired location over a well defined path with nanometer precision for
times exceeding one hour. In addition, since I have the ability to both position and
trap in a large control area, the technique is insensitive to QD blinking. When a QD
blinks off, I can wait for it to blink back on and immediately reposition it back to the
correct location even if it has drifted a significant distance away due to Brownian

motion.
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Magnetic Control of Ferro Fluids

The ability to magnetically target anticancer agents to cancerous tissue using
magnetic particles can increase local drug efficacy and reduce unwanted side effects
in cancer treatment. The specific objective is to extend a clinically-tested magnetic
drug-delivery method [74-76] to target tumors deep inside the body. The inability to
focus particles to deep targets is a long-standing and well-recognized problem in
magnetic drug delivery. This problem is addressed by dynamic controlling safe

magnetic fields to focus nano-scale drug-coated magnetic particles to tumors deep

inside the body.
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Figure 3: Feedback control of 4 electromagnets can accurately steer a single ferrofluid droplet
along any desired path and hold it at any location. Here a camera, computer, amplifier, and the 4
electromagnets are connected in a feedback loop around a petri-dish containing a single droplet
of ferrofluid. The camera observes the current location of the droplet; the computer computes
the electromagnet actuations required to move the droplet from where it is to where it should be;
and the amplifier applies the needed voltages to do so. This loop repeats at each time to steer the
droplet.
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I consider an initial ferrofluid control problem: the precise manipulation of a single
drop of ferrofluid by four external electromagnets. Precision control is achieved by
feedback: Sense the location of the droplet by a camera and imaging software and
then correctly actuate the electromagnets at each time to move it from where it is to
closer to where it should be (Figure 3). Repeating this magnetic correction at each
time quickly forces the droplet to the desired stationary or moving target and allows

me to precisely control its position over time.

Control design, the mathematical development of the algorithm that determines how
to turn on the magnets to create the needed position correction at each time, is
challenging. It is recognized that each magnet can only pull the fluid towards it; any
single magnet cannot push a magnetic fluid [77, 78]. Mathematically, this is reflected
in the quadratic dependence of the magnetic force on the applied magnetic field —
reversing the magnetic field polarity does not change the created magnetic force.
Further, the available pulling force drops rapidly with the ferrofluid distance from
each magnet [79, 80]. This makes it difficult to move a ferrofluid droplet left when it
is close to the rightmost magnet (the other three magnets must pull it from a long
distance, and not over-pull it once it approaches them). The control algorithm
accounts for these difficulties, both for the pulling only nature of each magnet and for
the rapid drop off in magnetic force with distance, and it does so in an optimal
(minimal electrical power) and smooth fashion. This is done by first finding the set,
or manifold, of all electromagnet actuations that will create the desired droplet

motion, and then within this manifold picking the minimum power solution.
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Compared to my prior work of manipulating single [15, 81] and multiple particles
[82] by electric fields and electroosmotic flows [46, 83], which can both pull and
push particles, the key challenges for magnetic control of a single ferrofluid droplet
are: 1) The pull only nature of the magnetic actuation. 2) The sharp drop off in
magnetic force with distance from the magnet: applying a needed magnetic field
when the droplet is far away can easily and dramatically over-pull the droplet as it
gets slightly closer to that magnet. 3) The maximum strength constraints of the
magnets which provided a hard-stop to the amount of control authority available. This
makes the minimum electrical power control both reasonable and desirable. 4) The
nonlinear cross-coupling between magnets (turning on two magnets at once is not the
same as the sum of turning on each magnet individually). This means a control law
based on single magnet actuations will have poor performance on the diagonals
between magnets. My method works effectively over the entire spatial domain. 5)
The related need to switch magnet actuation smoothly in time from one set of
magnets to another as the ferrofluid droplet moves through its domain (my control
design achieves this). And 6) the need to correct for electromagnet coil charging time
delays. This is crucially important for deeper control using larger and stronger

magnets that will have longer charging times.

Past work in control of magnetic particles and magnetizable objects has included
magnetically assisted surgical procedures, MRI control for micro-particles and
implantable magnetic robots, ferrofluid droplet levitation, magnetic tweezers, and

nanoparticle magnetic drug delivery in animal and human studies. Methods to
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manipulate a rigid implanted permanent magnet through the brain with a view to
guiding the delivery of hyperthermia to brain tumors are presented in [84] and [85].
Here a point-wise optimization is stated for the magnetic force on the implant and
example numerical solutions are shown which display jumps and singularities similar
to the ones I had to overcome in this work. Based on market opportunities, the focus
of this group changed to magnetically assisted cardiovascular surgical procedures and

led to the company Stereotaxis (www.stereotaxis.com/). This company now uses

magnetic control to guide catheters, endoscopes, and other tools with magnetic tips
for precision treatment of cardiac arrhythmias and other cardiovascular interventions.
Stereotaxis implant control algorithms are not disclosed in detail but are noted briefly
in published patents [22-27]. Similar public domain results, with an MRI machine as
the actuator, are presented by Martel et al [86-88] who also discusses manipulation of
implantable magnetic robots [89-91] and magnetic guidance of swimming

magnetotactic bacteria [92, 93].

In terms of feedback control of microscopic and nanoscopic magnetizable objects, in
[94] a ferrofluid is levitated by feedback control of a single upright electromagnet.
Here the droplet is passively attracted to the electromagnets vertical axis and active
feedback is used to modulate the strength of the magnet to stabilize the drop up and
down against gravity and disturbances. Two and three dimensional control of
magnetic particles in microscopic devices (magnetic tweezers) is described in [36, 45,
95-99] including magnet design and feedback control methods that enable

impressively precise and sensitive capabilities for manipulating magnetic microscopic
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objects [100, 101]. Prior work in magnetic manipulation of therapeutic ferromagnetic
nano-particles (magnetic drug delivery) has progressed to animal and human clinical
trials [75, 76, 102-104]. Magnetic manipulation here is currently limited to static
magnets, either held externally [105-110] or implanted [111-116] — as yet there is no

active feedback control in this arena.

Compared to prior work, my research here is focused on optimal control for minimum
power smooth and deep manipulation of a ferrofluid, with a view towards enabling
feedback control of magnetic drug delivery to reach deeper tumors in the long term
(see also [117-119]). To this end, I have developed and experimentally demonstrated
a novel and sophisticated optimal control algorithm to effectively manipulate a single
ferrofluid droplet by feedback control. This algorithm was explicitly designed to
address the highly nonlinear and cross-coupled nature of dynamic magnetic actuation

and to best exploit available electromagnetic forces.
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Thesis Outline

This thesis is about theoretical and experimental challenges that I faced and solved
during the course of demonstrating electrokinetic and electromagnetic manipulation
of particles. In Chapter 2 I present equations governing particle motion under
electroosmotic actuation, show particle steering control algorithms, particle tracking
algorithms, minimum power path planning algorithms and talk about the
experimental design that was used to demonstrate steering of living biological cells,
swimming microbes and steering of multiple particles simultaneously. In chapter 3 I
show improvements of the method toward better accuracy and demonstrate this by
steering quantum dots to nanometer precision. In chapter 4 I introduce a novel
method for three dimensional steering of single and multiple particles by
electrokinetic actuation. The last chapter shows theoretical and experimental results
for magnetic control of ferro fluids in a plane. These experimental results are a key
next step towards my broader effort of precision control of magnetic drug delivery to
deeper tissue targets. Several researchers have contributed to these projects. Details

about the contributions are given in the final section of this chapter.
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Chapter 2: Feedback Control of Particle by Micro Flows

This section describes the model of the fluid flow and particle motion in the micro
fluidic device, and then shows control algorithms used to steer single and multiple
particles at once. It describes the particle tracking algorithm and algorithms for
creating minimum power paths. It describes experimental methods for system

operation and presents experimental particle steering results.

Model of Fluid and Particle Motion

In order to create the control algorithms that steers multiple particles independently, a
model is required that describes the (neutral or charged) particle motion that results
from any electrode actuation. It is possible to design a control algorithm for single
particle steering without reference to a model but, even in that case, a model provides

valuable insight.

The microfluidic system in this thesis can actuate micro- and nano-scale objects in
one of two ways. It can either move the fluid in the device by electroosmotic
actuation (described next) to carry particles along, this works for both neutral and
charged particles; or, if a particle is charged, then it can be actuated by an electric
field which applies an electrostatic (Coulomb) force and moves the particle relative to

the surrounding fluid (electrophoretic actuation) [46, 83].
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Particles often acquire a surface charge through weak chemical interactions with the
surrounding fluid. Thus, charged particles are the norm rather than the exception but
the amount of charge can vary depending on the chemistry of the object and the

surrounding medium.
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Figure 4: The physics of electroosmotic actuation. A schematic side view through a micro-fluidic
channel is shown. The minus signs represent the fixed charges at the solid/liquid interface, circles
(+ or -) show ions naturally found in the liquid (e.g. in water). These ions accumulate to shield
the surface charges forming a thin Debye layer that has a predominant charge (here mostly
positive). The electric field moves this layer and it drags the fluid in the channel by viscous
forces. Charges in the interior of the channel remain essentially balanced (only a small fraction
of the charge goes to the surfaces) and so they create no net fluid motion effect. (Figure reused
with permission from Dr. Friedrich Schoenfeld, Germany.)

Electroosmotic actuation of flow is routine in micro-fluidic devices, e.g. [120-122].
Here an applied electric field electrophoretically moves a thin layer of charges that
form naturally at the fluid/device interface. Typically, these charges are ions present

in the liquid that migrate to the solid/liquid boundary to shield stationary charges
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formed there, for example, by weak acid/base chemistry occurring at the interface
(the same type of chemical mechanisms also lead to charge formation on the surfaces
of particles). Which charges (positive or negative) and how much they accumulate
inside the liquid immediately adjacent to the device surfaces depends on the
chemistry of the liquid and solid materials, on the pH, the amount and type of
dissolved ions, surface treatments, and many other factors. The electric field applied
by the electrodes moves these free charges (the Debye layer) in one predominant
direction. This thin moving layer of charges then drags the rest of the fluid along by
viscous forces, the electroosmotic actuation. (Charges in the interior of the fluid do
not cause a net fluid motion. Since there is essentially an equal number of positive
and negative ions (only a small fraction of ions of one type are taken away into the
Debye layer) the interior charges create an equal and opposite electrical forces on the
fluid in the channel center, their only net effect is to move through the fluid and heat
it.) A more detailed description and analysis of the physics of electroosmotic

actuation can be found in [46, 83]

In electroosmotic flow the fluid is dragged by moving charges that are actuated by the
applied electric field. In a planar devices this means that the flow will follow the
electric field that is active at the floor and ceiling of the device. The electric field I
apply is uniform in the vertical direction but it can have complex patterns in the
horizontal (x,y) plane. The resulting micro-flow will exhibit these same complex
horizontal patterns. It is possible to show this rigorously starting from the Navier

Stokes equations, as in [123], the end result is that the fluid velocity follows the
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applied electric field essentially instantaneously (with a micro-second time constant)

Thus, see also [83],

V(x,y,2,0)=(e§ I ME(x,y,0) =~ IV p(x, 3,1) (1)

where 7 is the electroosmotic fluid velocity, E is the applied electric field which is
uniform in the vertical direction, ¢ is the electric potential as created by the actuators,
¢ 1s the permittivity of the liquid, ) is its dynamic viscosity, and & is the zeta potential
(essentially the voltage) at the liquid/solid interface [46, 83]. Electric fields are
governed by Laplace’s equation, the electrostatic limit of Maxwell’s equations [124],

with boundary conditions at the electrodes set by the voltages that I apply there.

In the above it is § which quantifies the amount of charge that is contained in the
Debye layer. Since this value depends on the details of the surface chemistry and
cannot be predicted a-priori, it is usually inferred from experiments by applying a
known electric field and measuring the resulting flow velocity. The chemistry that
happens at the solid/liquid interface is complicated and so the above discussion of
electroosmotic actuation should be understood as a first order simplified explanation.
The underlying chemical principles of electroosmosis are still not well understood,
however, that does not prevent me from using it to precisely control microscopic and

nanoscopic particles as I show in the remainder of this chapter.
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Neutral particles are carried along by the created electroosmotic flow. In addition,
these particles experience Brownian motion. When the particles are comparable in
size to the channel height, as for example the yeast cells that are ~ 5 pm in diameter
compared to the 11 pum high channels I used in [82], the particles bounce and bob
inside the channels. When the particles are small, e.g. the nanoscopic quantum dots,
then they diffuse in all three directions. In either case, I only control their motion in

the xy plane leaving their motion to be free in the z direction.

Thus, in the plane, the particle positions are governed by Pj = 17(13])+ W where w is
Brownian noise and P is the vector of particle x and y positions. The electric
potential is described by Laplace’s equation V2¢=O with Dirichlet boundary
conditions at the electrode boundaries @#(0D;)=u; where 0D, denotes the

liquid/electrode interface location and u; is the i™ applied voltage. Insulating

Neumann conditions hold at other surfaces. The solution of Laplace’s equation is

linear in the applied voltages so

P=V(P)+W=CcE(P)+iw=—cVp(P)+iv= —CiV(oj (Pu, + 2)

J=1

where c=¢f/nis the electroosmotic mobility, ¢, is the solution to Laplace’s

equation when electrode j has a unit applied voltage and all other electrodes are at

zero voltage, and # is the time-varying vector of applied voltages. Note that the
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velocities of the particles is in the direction of the locally applied electric field and so
depends on where they are with respect to the electric potential ¢(x,y). For the same
set of voltages, two different particles in two different locations can be actuated in
different directions. In summary, the equations to be controlled for m neutral particles

are linear in the control and nonlinear in the particle positions, they are

where 7 = (x,,y,,%,,¥,,....x,,v,) 15 the position vector for the planar location of the

m particles of interest and the 4 matrix contains spatial information about the electric

fields originating from each electrode.

If the particles are charged then there is an added electrostatic force that also points
with the electric field — either along it for a positively charged particle or directly
opposite it for a negatively charged particle. This can be incorporated into the A
matrix by modifying the mobility coefficient for each particle. Variations in the
electroosmotic zeta potential and the amount of charge on the particles can change
these mobility coefficients, but the control algorithm is robust to these variations — the
control basically sets the direction of particle motion at the location of each particle,
so long as the sign of the mobility coefficient for that particle does not flip (a rare
occurrence) the control works. To further improve performance, I usually identify the
mobilities of the particles of interest before starting an experiment by applying a

known electric field and observing their resulting velocity through the vision system.
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My particle steering experiments in [82] function to 1 pm precision even though the
polystyrene particle and cell mobilities in that case are only known to within £50%.
The quantum dot experiments show 57 nm accuracy even though the charge on the

QD also varies.

Particle Steering Control Algorithms

Figure 1 shows the basic control idea for a single particle: a 4-channel micro-fluidic
device, an optical observation system, and a computer with a control algorithm, are
connected in a feedback loop. The vision system locates the position of the particle in
real time, the computer then compares the current position of the particle with the
desired (preprogrammed or user input) particle position, the control algorithm
computes the necessary actuator voltages that will create the electric field, or the fluid
flow, that will carry the particle from where it is to where it should be, and these
voltages are applied at electrodes in the micro-fluidic device. For example, if the
particle is currently South/East of its desired location, then a North/West flow is
created. The process repeats at each time instant and forces the particle to follow the

desired path.

It is also possible to steer multiple particles independently using micro flow control
[125]. A multi-electrode device is able to actuate multiple fluid flow or electric field
modes. Different modes cause particles in different locations to move in different
directions. By judiciously combining these modes, it is possible to move all the

particles in the desired directions. I note here that this kind of flow control, where I
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control the fluid so precisely that I can hold or steer multiple objects at once in
different locations, is not possible in macro-scale fluid dynamics. Here I am
exploiting the linear nature of the electrostatic equations and Stokes flow (the
nonlinear fluid momentum terms, the ‘Navier’ part, are negligible on the micro-scale)
to be able to invert the problem to achieve control. I certainly would not be able to
invert a high Reynolds number or turbulent flow in the same fashion since it would

amplify small changes in actuation to large errors in particle motion.

fluid mode 5 fluid mode 7

Figure 5: Electroosmotic micro-flow modes for an 8-electrode device. The above figure shows the
1%, 3", 5™ and 7™ modes computed from the model stated above (also see [82, 125]). The two
example neutral particles A and B (shown as black dots above) will then experience the velocities
shown by the arrows. (Figure repeated with permission from [82].)
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The control algorithm relies on inversion of the flow and electric fields predicted by
the model. An eight-electrode device, as in Figure 5, can create 8 independent
electric/fluid modes (one of the 8 modes has negligible influence so only 7 degrees of
freedom remain). Four of these seven modes are shown above. The key point is that
the different modes force particles at different locations in different directions (see
particles A and B in Figure 5): by intelligently actuating a combination of modes, I
can force all the particles towards the right locations at each instant in time. Since
each particle has two degrees of freedom (an x and a y position), an eight-electrode
device can precisely control up to 3 particles (particle degrees of freedom 3 x 2 =6 <

7 actuation degrees of freedom).

In its simplest incarnation, the control algorithm works as follows (details in [125]). I
define a desired correction velocity vector between where all the particles of interest

are observed to be versus where I would like them to be at the current time

fcorrection = g (f'desired - ’stewed ) (4)

here g is the control gain. The task is now to choose the voltages at the electrodes to
create a velocity as close to this desired correction velocity as possible. Since there is
a linear relation between the control and the velocity (I know the particle positions
since the camera can see them), and since this velocity is achieved essentially
instantaneously as soon as I apply the voltages, I can solve a static linear problem to

determine the needed set of electrode voltages. Specifically, I solve a least squares
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problem to find the set of actuator voltages that will create velocities at all the
particles of interest as close as possible to the desired correction velocities. The other
particles (the particles not of interest) are actuated in some random way that depends

on the electric fields they will see at their locations. This gives the feedback control

correction

= k[ A" (PVAF) | A7) (Fred = o)

i =[ A (P)AF) ] A F)F

For the case where there are more actuation than particle degrees of freedom ( n-1 > 2
m) the A matrix typically has full row rank (unless two particles are at the same

location) and the above least squares answer achieves the desired velocity with

minimum control effort (with minimum ||17 ||2) [126]. For cases where I try to control

more particle degrees of freedom than I have actuators, the experimental performance
rapidly degrades to unusable. For example, 4 particles (8 degrees of freedom) can be
controlled badly by 8 electrodes (7 degrees of freedom), but 5 particles cannot. Since
it is possible to fabricate devices with many electrodes, the real limit to the number of
particles that can be controlled is the condition number of the matrix A as discussed

below.

I pre-compute the electric fields that make up the matrix A ahead of time; this means

I can use a lookup table to determine A for any particle positions P seen by the
camera. I then compute the pseudo-inverse (A'A)'A" in real time, in milliseconds, as

the control proceeds.
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(Note: AT is known as the pseudo inverse of matrix A [29]. The pseudo inverse of a
matrix is a more general form of the commonly known "inverse" for a matrix. A
linear system of equations y = Ax where A is full rank, has infinitely many solutions
if A is fat, has one solution if A is square, and has no solution if A is thin. A"y gives
the least norm solution to the linear equation if B is fat, gives the unique solution if B

is square (here A" reduces to A™), and gives the least-squares solution if A is thin).

It is convenient to carry out this calculation in the coordinate system of the fluid
modes of Figure 5 (the singular values modes of the matrix A evaluated on a fine grid
of points). The dominant (lower spatial frequency) modes are the ones that are better
conditioned: at the higher spatial modes very high voltages are required to create
small fluid velocities leading to poor conditioning. Thus I truncate the matrix A onto
these first modes and compute the pseudo inverse above for that well conditioned
matrix. It is in fact this conditioning that sets how many particles I can control at
once. For the experimental image sensing and actuation errors I can robustly access
just over the first ten or so modes which means I have been able to control up to 5
particle simultaneously in experiments. There are also other issues, such as a limit to
the voltage that can be applied at the electrodes (too high a voltage causes

electrolysis[127] a chemical reaction that creates bubbles, and must be avoided).

The control works robustly across the entire control region — so long as I have done

the singular value mode conditioning above there are no regions or combinations of
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particle locations where I cannot reliably pseudo-invert A. The only time the
inversion fails is if two particles are right on top of each other but I am trying to move
them in different directions (this is physically impossible since I have to create two

different fluid flow directions at the same location).

34



Minimum Power Path Planning Algorithms

The number of controllable particles and the proximity of individual particles to each
other is limited by actuation constraints. There is a limit to the voltage that can be
applied at the electrodes (too high a voltage causes electrolysis a chemical reaction
that creates (reactive ions, ph change etc) bubbles, and must be avoided). I have
treated this actuation limit in two ways: (1) by turning down the control gain per
particle as I approach this limit, (2) more rigorously, by phrasing a constrained
optimization problem to calculate optimal paths that minimize the actuation effort
when steering multiple particles. Path planning algorithms can be used to calculate

trajectories for multiple particles even in the presents of constrains and uncertainties.

Initial path Initial electrig_field [V/m]

2000

200

=200

ﬂ (_\ J-2000

1 | | L 1 J

-le-5 0 le-5 0 30 60 [steps]

Figure 6: This figure illustrates a scenario in which particles come close to each other. The
voltages needed to steer particles are shown on the right side. The horizontal lines in the graph
are the maximum and minimum available voltage.
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Path planning is the method for finding trajectories for a desired movement from an
initial state to a final state. Here I present two methods for generating (numerically)
minimum power paths. The first method is based on direct search techniques used in
parametric design optimization problems [128]. The second method is based
combinatorial search techniques (exhaustive enumeration) often used for the purpose
of path planning in robotics[129]. The goal is to use these two methods to
approximate the theoretical global optimal trajectory and to deliver fast results which

are feasible for real-time implementation.

Figure 7: This figure illustrates the path representation as a parametric curve. The straight line
represents the initial path and the dashed curved line represents the optimized path. Black
squares represent the design variables which are changed dynamically by the optimization
method in an effort to minimize the total cost of the path.

For the purpose of calculating optimal trajectories subject to actuation constrains for
multiple particle steering I use a standard design optimization method. In general, a
trajectory can be defined by two points in a plane. Between these two defining points,
it is the job of the optimization method to determine the optimal trajectory. The
trajectory for the particles consists of two categories of design parameters. Two fixed

points in space define the initial and the final position of the particle and a set of free

36



points define waypoints the particle has to pass on its way to its final position (the end
of the path). The full trajectory is represented by a spline function which connects all
points on the path. The cost associated with the path is the total energy it takes to

move the particle along the path.

In order to solve the trajectory planning problem numerically, I discretize the

equations I found for the control law earlier in this chapter

u, = A%, (6)

Here 7 is the particle velocity for one path segment and u is the voltage needed to

move a particle on this path segment.

Position constrains on 7 can be expressed as

min S’ﬂk Srmax
h="h (7)
Te =Tk

Voltage constrains on # =[u,,...,u, ] can be expressed as

<)
IN
=
I
<)
C

min max
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For a solution that is both energy and time optimal, the objective function is defined

as
N-1 N-1
J(r)= 2R+ 2 0l -7 ©)
k=0 k=0

where R and Q are positive weight factors. The first term represents the energy cost
and the second term represents the arrival cost which is the key to a minimum time

conditioning of the cost function.

A set of calculated optimal trajectories for two and three particles is shown in Figure
8 and Figure 9 respectively. A collision of the particles has been avoided and the
amplitude of the applied voltages has been reduced by a factor of 10 for two particles

and by a factor of 5 for three particles.

D

Initial path Inmitial electric field [V/m]
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Optimized path Optimized electric field [V/m]
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Figure 8: This figure shows the initial paths and the required voltages for steering two particles
on crossing paths. The bottom of the figure shows the power optimal paths and the reduced
voltages.
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Figure 9: This figure shows the initial paths and the required voltages for steering three particles
on crossing paths. The bottom of the figure shows the power optimal paths and the reduced
voltages.

Due to the nonlinearity of the problem the search method described here will often
reach local minima which are not necessarily the global optimal minima of the
theoretical optimal trajectory. Unfortunately, the nonlinearity of the problem worsens
when more particles are involved in the control. Other methods, such as genetic
algorithms can deliver better solutions but these methods still have the potential to be

trapped in local minima.
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Discrete optimization methods do not have this limitations but this comes at the cost
of higher computational efforts. In the next section I describe how a discrete
optimizations method, also known as branch and bound method can be used to find

global optimal paths.

In general, discrete optimization techniques can be categorized into three techniques:
(a) exhaustive enumeration, (b) branch and bound method (BB) and (c) dynamic
programming (DP). Exhaustive enumeration method explores all possible path
combinations. Here I use the branch and bound method to calculate optimal
trajectories for multiple particles. BB is based on partial enumeration where only
parts of all possible path combination are explored to save computational resources.
The third method, dynamic programming, offers an elegant way to find optimal

solutions but requires more computational resources for higher dimensional problems.

Let’s take a look how the branch and bound method can be used to generate optimal
paths. Consider a rectangular grid of points (nodes) and two particles that are placed
on this grid (Figure 10). Each particle can move from its current node to an adjacent
node. The motion is restricted to free nodes only, meaning that particles cannot move

to nodes that are occupied, i.e. by another particle.
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Figure 10: This figure represents the grid for multi-particle paths. Each particle is at one of the
vertices of the grid and the motion of the particles is constrained along the grid. As an example
the path of two particles is shown here. Collision of the two particles is restricted by not allowing
them to share the same space at the same time.

A possible solution path is defined by a series of adjacent nodes {F(),...,FF} , where

is the initial position and 7; is the final position the particle reaches after travelling on

the solution path.

The optimization criterion can be stated such as finding the lowest cost path

N-1
J=min) J, (7,7 ) (10)

k=0

where J represents the cost for the entire path and J, (7;,7;,,) represents the cost for a

single path segment, in other words the cost moving from 7, to 7., .
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The branch and bound search algorithm expands possible paths from the start to the
end. The expansion process for two particles is illustrated in Figure 11. Here, particles

are allowed to move in four directions (East, West, South, North) or stand still.
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Figure 11: This figure illustrates the method for obtaining all possible paths for two particles
moving three steps ahead. The possible combinations of the motion for one step are shown on the
left. The branch and bound method for a three step path is illustrated on the right. The cost of a
path is the sum of the individual costs of that path. The algorithm searches the lowest all final
nodes (here at t=2) for the lowest cost. The lowest cost node defines the end node for the power
optimal paths.

The path with the lowest cost is the (numerically) optimal path. However, if particles
can only move to adjacent nodes the path will consist only of movements of multiples
of 45deg, 90deg. This is a drawback for finding paths that are close to the theoretical
optimal paths. Better solution paths can be achieved when particles are allowed to

move on a finer range as is shown in Figure 12.
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Figure 12: This figure show the power optimal path for three particles computed using the
branch and bound method. The initial and final positions of the particles (A, B, C) are depicted
by the subscripts ‘start’ and ‘end’. The path for each individual particle is illustrated by solid,
double and dashed lines.

The limitations of this approach can be summarized in two major points. First,
optimality is restricted due to discretization and second, the solution can become

computational expansive for big optimization problems.

Due to the grid structure, paths are found that are more expansive than the theoretical
optimal path. Even though the density of the grid can be increased to achieve a better
approximation, the search space increases accordingly and makes the search slow and

requires lots of memory.

To reduce the computational effort, for both methods mentioned, it is necessary to

reduce the problem size. One way to do this is to use a receding horizon frame work.
Instead of calculating the complete optimal trajectory (from 7 tol;) it is possible to
break the problem down to sub problems of smaller size with less time steps N. Now,

a problem where 7, and 7. are located far from each other can now be solved piece
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wise with fewer steps in each sub problem. The first sub problem starts at 7, and only

N time steps of the path are calculated into the future. Then, the last step from the

first sub problem is used as the initial state of the second problem and so on until the

desired destination 7; is reached.

Since each sub problem is open ended, meaning that the sub problem doesn’t reach
the destination, I need to add an additional term to the objective function to motivate
each sub problem and eventually the overall path to get closer to the final destination
over time. An additional cost, the terminal cost with weight factor P, enters the

objective function

N-1 N-1
J = 2 Rl |+ 2 Ol =] + Pl ~7: (11)
k=0 k=0
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Particle Tracking Algorithm

To control particles by visual feedback control it is essential to have a system that can
visually track particles. Particle tracking is a method that follows the motion of

individual particles in subsequent images. The algorithm follows two simple steps:

(a) Particle identification

(b) Particle tracking

Several particle identification methods are available today. Two major ones are
centroiding (calculating t